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	Abstract

This document defines the set of EGI Global Services that EGI.eu offers in collaboration with the EGI partners to the Resource infrastructure Providers and the corresponding service levels and targets to be provided.
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IV. Organization 

To support science and innovation, a lasting operational model for e-Infrastructure is needed − both for coordinating the infrastructure and for delivering integrated services that cross national borders.  The objective of EGI.eu (a foundation established under Dutch law) is to create and maintain a pan-European Grid Infrastructure in collaboration with National Grid Initiatives (NGIs) in order to guarantee the long-term availability of a generic e-infrastructure for all European research communities and their international collaborators.

In its role of coordinating grid activities between European NGIs, EGI.eu will:

· Operate a secure integrated production grid infrastructure that seamlessly federates resources from providers around Europe

· Coordinate the support of the research communities using the European infrastructure coordinated by EGI.eu

· Work with software providers within Europe and worldwide to provide high-quality innovative software solutions that deliver the capability required by our user communities

· Ensure the development of EGI.eu through the coordination and participation in collaborative research projects that bring innovation to European Distributed Computing Infrastructures (DCIs)

The EGI.eu is supporting ‘Grids’ of high-performance computing (HPC) and high-throughput computing (HTC) resources. EGI.eu will also be ideally placed to integrate new Distributed Computing Infrastructures (DCIs) such as clouds, supercomputing networks and desktop grids, to benefit the user communities within the European Research Area. 

EGI will collect user requirements and provide support for the current and emerging user communities. Support will also be given to the current heavy users of the infrastructure, such as high energy physics, computational chemistry and life sciences, as they move their critical services and tools from a centralised support model to one driven by their own individual communities.

The EGI community is a federation of independent national and community resource providers, whose resources support specific research communities and international collaborators both within Europe and worldwide. EGI.eu, coordinator of EGI, brings together partner institutions established within the community to provide a set of essential human and technical services that enable secure integrated access to distributed resources on behalf of the community. 

The production infrastructure supports Virtual Research Communities − structured international user communities − that are grouped into specific research domains. VRCs are formally represented within EGI at both a technical and strategic level. 
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1 Introduction

This Operational Level Agreement (OLA), also referred to as Agreement in this document, is used to obtain an agreement between EGI.eu and the Resource infrastructure Providers, the respective Resource Centres, the services to be provided and the service levels and targets needed to ensure an available and reliable grid infrastructure.

1.1 Document Amendment Procedure

The EGI.eu OLA is a document discussed and approved in the framework of the EGI Operations Management Board (OMB) [TOR]. Amendments, comments and suggestions must be addressed to the OMB by opening a GGUS [GGUS] REF GGUS \h 


 REF GGUS \h 
 ticket to the Service Level Management support unit.

Changes introduced are documented in the Release Notes available at [RN]

 REF RN \h 
 
1.2 Terminology

The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", “MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119.

More information is provided in the document describing the EGI Operations Architecture [ARCH] .

For a complete list of term definitions see [GLO].

1.2.1 Availability

Availability of a service over a given period is defined as the fraction of time the same was UP during the known interval in the given period [QOS].

1.2.2 Capability

A capability is the ability of an IT Service to carry out an activity. A capability may be 1) functional if providing an Activity for the direct benefit of the User; 2) operational if providing an Activity for supporting the Operations of an IT Infrastructure; 3) security if related to security aspects. A Capability may depend on other Capabilities. A Capability is defined and delivered by one or more Interfaces supported by one or more technology providers. Examples of functional Capability are user management, authentication and authorization, and job submission. Examples of non-functional capabilities are messaging, accounting, and monitoring.

1.2.3 Chief Operations Officer
Chief Operations Officer leads EGI Operations, and is responsible for coordinating the operations of the infrastructure across the project. 

The Chief Operations Officer is responsible for the enforcement of the EGI.eu OLA.
1.2.4 EGI.eu Global Services

The EGI.eu Global Services are services that are provided from EGI.eu to the Resource infrastructure Providers with the collaboration of its EGI partners.

1.2.5 Incident and Problem

The Incident is an unplanned interruption to a service or reduction in the quality delivered by a service. A Problem is the cause of one or more Incidents
.

1.2.6 Operations Centre

The Operations Centre offers operations services on behalf of the Resource infrastructure Provider. 

The operations services are delivered locally in collaboration with the relevant Resource Centres at a local level, and globally with EGI.eu.

1.2.7 National Grid Initiative

National Grid Initiatives are legal organisations that (a) have a mandate to represent their national Grid community in all matters falling within the scope of EGI.eu, and (b) are the only organisation having the mandate described in (a) for its country and thus provide a single contact point at the national level.

1.2.8 Reliability

Reliability of a service over a given period is defined as the ratio of the time interval it was UP over the time interval it was supposed (scheduled) to be UP during the known interval in the given period [QOS].
1.2.9 Resource Centre (Site)

The Resource Centre (RC) – also known as Site – is the smallest resource administration domain in EGI. It can be either localised or geographically distributed. It provides local resources and the functional capabilities [UMD] necessary to make those resources securely accessible to end-users. Access is granted by exposing common interfaces to users.

1.2.10 Resource Centre Operations Manager

The Resource Centre Operations Manager leads the Resource Centre operations, and is the official technical contact person in the connected organisation. He/she is locally supported by a team of Resource Centre administrators. 

The Resource Infrastructure Operations Manager is responsible for the enforcement of the Resource infrastructure Provider OLA, and of the EGI policies and procedures as applicable
1.2.11 Resource Infrastructure

A Resource Infrastructure is a federation of Resource Centres.

1.2.12 Resource Infrastructure Operations Manager

The Resource Infrastructure Operations Manager is the contact point for all operational matters and represents the Resource infrastructure Provider within the OMB. He/She is appointed by the Resource infrastructure Provider.

1.2.13 Resource infrastructure Provider

The Resource infrastructure Provider (RP) is the legal organisation responsible for any matter that concerns the respective Resource Infrastructure. It provides, manages and operates (directly or indirectly) all the operational services required to an agreed level of quality as required by the Resource Centres and the user community. It holds the responsibility of integrating these operational services into EGI in order to enable uniform resource access and sharing for the benefit of their end-users. The Resource infrastructure Provider liaises locally with the Resource Centre Operations Managers, and represents the Resource Centres at an international level. Examples of a Resource infrastructure Provider are the European Intergovernmental Research Institutes (EIRO) and the National Grid Initiatives (NGIs).

1.2.14 Response time

Response time means the amount of time elapsed between the initial submission to the support through the agreed escalation mechanism and the first response indicating that the ticket has been taken in charge. 

1.2.15 Service hours

Service hours are an agreed time period when a particular Service should be Available
.
1.2.16 Support hours

Support hours are an agreed time period when a particular Service Support should be Available.

1.2.17 Unified Middleware Distribution

The Unified Middleware Distribution (UMD) is the integrated set of software components contributed by technology providers and packaged for deployment as production-quality services in EGI.

1.2.18 UMD-compliant Middleware

UMD-compliant Middleware is the software that provides one or more UMD capabilities, and successfully interoperates with UMD by complying with the UMD supported interfaces specified in the UMD Roadmap [UMD]. It is mandatory that UMD-compliant software supports the Monitoring and Accounting Capabilities.  

1.2.19 Virtual Organization

The Virtual Organization (VO) [GLO] is a group of people (e.g. scientists, researchers) with common interests and requirements, who need to work collaboratively and/or share resources (e.g. data, software, expertise, CPU, storage space) regardless of geographical location. They join a VO in order to access resources to meet these needs, after agreeing to a set of rules and policies that govern their access and security rights (to users, resources and data).

2 Parties to the Agreement

The parties to this agreement are: 

· EGI.eu (represented by the Chief Operations Officer), also representing the other EGI Resource infrastructure Providers.

· the Resource infrastructure Provider (represented by the Resource infrastructure Operations Manager). 

3 Duration of the Agreement

This Agreement is valid ???

The Resource infrastructure Provider retains the right to terminate the Agreement at any time. If parties agree to end the Agreement, then the Resource infrastructure Provider is no longer part of EGI and it is decommissioned [PR03], or alternatively all its Resource Centres are either closed or changed into a test site (GOCDB production status equal to “TEST”).

4 Scope of the Agreement

This Agreement covers the commitments made by EGI.eu and the Resource infrastructure Providers and it is applicable to all Resource infrastructure Providers that successfully completed the Operations Centre creation procedure [PR02] meeting one of the following conditions:

· the Resource infrastructure Provider is a Participant or Associated Participant in The European Grid Initiative Foundation [STA];

· the Resource infrastructure Provider collaborates with EGI.eu in the framework defined by a Resource infrastructure Provider MoU [MOU].

This Agreement does not cover agreements that user groups and the technology providers might have with EGI.eu. Those MUST be detailed in specific agreements.

5 Responsibilities

This section defines the responsibilities of EGI.eu and the Resource infrastructure Providers. 
5.1 EGI.eu

EGI.eu is responsible for EGI operations:

· managing and coordinating of
· Operations Management Board - a EGI policy board which aims to define policies needed to provide a reliable transparent infrastructure composed of multiple national infrastructure providers

· integration operations - Analysis of interoperability problems when new technologies are being integrated to make sure that new resources and services are measured and compared to targets, to ensure usage and performance are monitored, registered etc. EGI.eu provides the coordination of these activities. 
· security operations - Security vulnerabilities and risks presented by e-Infrastructures provide a rationale for coordination amongst the EGI participants at various levels. Central coordination groups are involved in policy development and coordination operational security (EGI.eu, RPs). 
· support operations 
· technical roadmapping
· documentation - Maintenance and development of operational documentation, procedures, best practices, etc. EGI.eu provides Technical Coordination of this community activity, and connects partners with specialized expertise. 
· security training

· providing Virtual Organisation addressed to Site Administrators exclusively and used by Site Administrators to check the operational status of running services (Dteam VO)

· providing Virtual Organisation addressed to operations monitoring exclusively and used to assess availability and reliability of the infrastructure (OPS VO)
· providing Global Services defined in Section 6
· promoting EGI operations advancement according to needs of the EGI ecosystem 

5.2 Resource infrastructure Provider

The responsibilities of the Resource infrastructure Provider are documented in the RP OLA document [RPO]. 
6 Support
User support is provided via the GGUS portal [GGUS], which is the single point of contact for infrastructure users to access the EGI Service Desk. The EGI Service Desk within GGUS is organized in Support Units. Every Support Unit is responsible for one or more services. The number and definition of the EGI Support Units in GGUS is not regulated by this OLA and can change at any time to fulfil the EGI Incident and Problem Management requirements.

Services supported by EGI are: deployment of software from UMD, operational tools, operations issues (through the collaboration of NGIs) and VO-specific issues (provided by user community effort, and related quality depends on internal VO agreements, EGI only provides the tool)
7 Description of Services Covered

This OLA applies to Services provided by EGI making part of the EGI Service Catalogue [ARCH] . Conversely, the Service Catalogue lists all services that at any given time are supported by EGI. Services can be decommissioned and removed from the Service Catalogue and new services can be added during the lifetime of EGI.
The Services that are offered by EGI.eu MUST be specified in GOCDB, MUST be monitored by the  Operations Monitor system [OPSM] or GGUS reporting tool [GGUS], and the usage MUST be accounted centrally (where applicable) through a UMD-compliant middleware implementing the Accounting Capability [UMD].

More services will be progressively added to this Agreement as soon as assessment and reporting mechanisms of the related service level targets will be available. 

Services can be either offered locally by EGI.eu, or provided by a third party on behalf of EGI.eu.

7.1 Consulting and Support
7.1.1 Ticket triage and assignment
The Ticket triage and assignment Unit is handling the timely assignment of GGUS tickets to the appropriate Support Units.

Service Targets

· Maximum response time: 1 hour within the support hours 
Support Hours
· Support hours are eight hours a day (from 9-17 CE(S)T), Monday to Friday – excluding public holidays at the same time in all countries of the hosting Operations Centres.

7.1.2 1st, 2nd and 3rd Level Support
1st Level Support means the ability to provide general product information, software configuration information, collect relevant technical problem identification information, perform base problem determination, provide basic support on the standard products, protocols and features and propose workarounds to known problems. This level of support is provided by EGI. 

2nd Level Support means the ability to resolve the majority of misconfigurations, troubleshoot and simulate complex configuration, and software problems; support problem isolation and determination of product specification defects; provide simulation and interoperability and compatibility testing for new software releases prior to being deployed; provide advanced Support on all products, protocols and features; have the ability to analyse traces, diagnose problems remotely, and provide End Users with complete steps to reproduce a problem. This level of support is provided by EGI. 

3rd Level Support means the ability to provide software fixes and enhancements such as patches, fixing or generating workarounds that address software bugs; troubleshoot bugs that were not diagnosed during Level 2 Support; work with user to resolve critical situations, and building action plans with user to address complex issues. This level of support is provided by the technology providers and its service levels vary depending on the agreement between EGI and the technology providers.

Service Targets

· Maximum response time: 1 hour within the support hours
Support Hours

· Support hours are eight hours a day (9-17 CE(S)T), Monday to Friday – excluding public holidays at the same time in all countries of the hosting Operations Centres.

7.1.3 Ticket oversight and followup

The Ticket oversight and followup Unit if responsible for notifying supporters when the reaction to high-priority tickets is not fast enough, requesting information from ticket submitters when they do not react, ensuring assigners/resolvers will react sufficiently fast when the submitter provides additional information.

Service Targets

· Maximum response time: 1 hour within the support hours
Support Hours

· Support hours are eight hours a day (9-17 CE(S)T), Monday to Friday – excluding public holidays at the same time in all countries of the hosting Operations Centres.

7.1.4 Grid Oversight
The Central Operator on Duty (COD) team is provided on a global layer and is responsible for the supporting and actively controlling the overall status of Grid services and sites. It coordinates Regional Operator on Duty (ROD) teams and represents the whole ROD structure in terms of technical requirements for operations tools as well as on political level. [GOO]
Service Targets

· Maximum response time: 1 hour within the support hours
Support Hours

· Support hours are eight hours a day (including 9-16 CE(S)T), Monday to Friday – excluding public holidays at the same time in all countries of the hosting Operations Centres.

7.1.5 Security Incident Response

The Security Incident Response (SIR) team is provided on a global layer and is handling day to day operational security issues and coordinate Computer-Security-Incident-Response across the EGI infrastructure. [SIR]
Service Targets

· Maximum response time to email: 1 hour within the support hours 
Support Hours

· Support hours are eight hours a day (9-17 CE(S)T), Monday to Friday – excluding public holidays at the same time in all countries of the hosting Operations Centres.

7.1.6 EGI helpdesk
The Global Grid User Support (GGUS) system is the primary means by which users request support when they are using the grid. The GGUS system is the main support access point for the EGI project. The GGUS system creates a trouble ticket to record the request and tracks the ticket from creation through to solve. [GGUS]
Service Targets
· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days

7.2 Software
7.2.1 Repository of validated software
The repository of validated software consists of a web front-end service, and a backend service.

The web front-end hosts consumer oriented information for validated software, such as, announcements, release notes, configuration information. The backend service providers the actual validated software for deployment in the Resource Centres affiliated with EGI. [ESR]
Service Targets

· Minimum Availability/Reliability of the Service

· Repository Frontend: 90% / 99% 
· Repository backend: 90% / 99%
Service Hours

· 24 hours/7 days

7.3 Operations Tools and Services
7.3.1 Service Availability Monitoring (SAM) central service

SAM is a system for monitoring distributed grid services, which are part of the EGI infrastructure. The service covers storage and computation of status and availability of services (OPS VO), generation of EGI league monthly report, web interface (MyEGI) and web APIs to access stored data retrieval. 
Service Targets

· Minimum Availability/Reliability of the Service: 95%/99%

Service Hours

· 24 hours/7 days
7.3.2 Operational Tools and Meta-service Monitoring (Ops-Monitor)
Ops-Monitor is a system for monitoring central operational tools and NGI SAM instances. This service will not be monitored since is the highest level of monitoring within the project

Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days

7.3.3 Operations Portal
The Operations Portal provides a view, based on the role of the viewer, to information about the status of resources and grid services. The portal provides following tools: VO registration, VO management, VO dashboard, COD dashboard, Operation dashboard, Security dashboard, broadcast and downtime notification mechanism. [OP]
Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days

7.3.4 Accounting Portal and repository
The accounting infrastructure is a complex system that involves various sensors in different regions, all publishing data to a central repository. The data is processed, summarized and displayed in the accounting portal, which acts as a common interface to the different accounting record providers and presents a homogeneous view of the data gathered and a user-friendly access to understanding resource utilization. [AP]
Service Targets
· Minimum Availability/Reliability of the Service: 
· Repository: 99%/99%

· Accounting Portal: 99%/99%
Service Hours

· 24 hours/7 days

7.3.5 GOCDB
The Grid Configuration Database (GOCDB) is the central input system for recording Grid topology information. This includes the Sites that contribute to the production Grid infrastructure, their associated Service Endpoints, service downtime information and contact details for participants who maintain the infrastructure. It is accessed by all project actors (end-users, site managers, NGI mangers, support teams, VO managers), by other tools and by third party middleware in order to fetch the Grid topology and its status. [GOC]
Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days

7.3.6 Security monitoring tools
Security monitoring tools are used to detect and assist in security incident containment: EGI Pakiti, CSIRT Nagios. 
Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days

7.3.7 Grid Services for Resource Centre certification

The Grid Services for Resource Centre certification are used for the certification of Resource Centres as this is specified in the EGI Resource Centre Registration and Certification Procedure [PR09]. Service includes: Top Level BDII, WMS and Site Certification Portal. [CACS]
Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days
7.4 Grid Services 
7.4.1 Virtual Organisation Management 
Grid services which are needed for the authentication of end-users, to allow access to individual RC Grid services, provided to emerging communities. [CACS]
Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days
7.4.2 Workload Management 
Grid services that enables scientific communities to compose and execute a series of computational or data manipulation steps, or a workflow, in a scientific application on resources of EGI, provided to emerging communities. [CACS]
Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days
7.4.3 Information Discovery 
Grid services needed for the collection of static and/or dynamic information about the infrastructure, provided to emerging communities. [CACS]
Service Targets

· Minimum Availability/Reliability of the Service: 99%/99%

Service Hours

· 24 hours/7 days
8 Service Reporting and Reviewing

Availability and Reliability reports of the EGI.eu Services are generated on a monthly basis. Reports are publicly available at [PERF]. 

Quality of support services is reported and reviewed on a monthly basis.

9 Liability
EGI.eu and third parties providing services on behalf of EGI violating the service targets specified in this document for two consecutive months are requested by EGI.eu to provide justifications and a plan for service enhancement. 

The violating party MUST provide a status report and a plan for the improvement of the service within one month from the date of notification. Information and progress are tracked via GGUS tickets.
10 Service Levels and Targets

	Type of service
	Service
	Service Target
	Reporting

	Consulting and Support
	Ticket triage and assignment
	1 hour within the support hours
	NA

	
	1st and 2nd Level Support
	1 hour within the support hours
	NA

	
	Ticket oversight and followup
	1 hour within the support hours
	NA

	
	Grid Oversight
	1 hour within the support hours
	NA

	
	Security Incident Response
	1 hour within the support hours
	NA

	
	Central EGI helpdesk
	Availability/Reliability: 99%/99%
	NA

	Software
	Repository of validated software
	Availability/Reliability: 
Repository frontend: 90% / 99% 

Repository backend: 90% / 99%
	NA

	Operations Tools and Services
	Service Availability Monitoring (SAM) central service
	Availability/Reliability: 95%/99%
	NA

	
	Operational Tools and Meta-service Monitoring (Ops-Monitor)
	Availability/Reliability: 99%/99%
	NA

	
	Operations Portal
	Availability/Reliability: 99%/99%
	NA

	
	Accounting Portal and database
	Availability/Reliability: 
Repository: 99%/99%

Accounting Portal: 99%/99%
	NA

	
	GOCDB
	Availability/Reliability: 99%/99%
	NA

	
	Security monitoring tools
	Availability/Reliability: 99%/99%
	NA

	
	Grid Services for RC certification
	Availability/Reliability: 99%/99%
	NA

	Grid Services
	Virtual Organisation Management
	Availability/Reliability: 99%/99%
	NA

	
	Workload Management
	Availability/Reliability: 99%/99%
	NA

	
	Information Discovery
	Availability/Reliability: 99%/99%
	NA
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