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Staged Rollout Report
The Early Adopter team should fill the “grey” areas
	NGI
	GRNET

	Site Name
	GR-11-UPATRAS

	EA team names
	Vasileios Kolonias, George Goulas

	EA team contacts
	bakoloni@ece.upatras.gr, goulas@ece.upatras.gr

	Product
	Emi-lcg_util
	Version
	1.12.0
	RT ticket ID
	3688


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).
Copy/paste any results from your commands where you see fit.
	Metric
	<OK|WARN|FAIL
|NA|NVer>
	WEB URLs, Command used, other comments
(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other
documentation
	WARN
	The workaround that is described in the extended release notes does not say where to perform the 2 commands:
import gfalthr

gfal=gfalthr

	Installation or upgrading (specify which)
	OK
	Yum update

	(RE-)configuration (if using yaim, specify command used)
	OK
	/opt/glite/yaim/bin/yaim -c -s EGI/trunk/Config/Siteinfo/site-info.def -n WN -n TORQUE_client

	Functionality (including start stop of deamons, and which)
	OK
	No daemon needed restart.

	SAM/Nagios/Gstat or any other monitoring framework
(specify the name of the machine)
	ERROR
	After the update the following error occurred:
[GFAL][get_se_types_and_endpoints][] [BDII][g1_sd_get_se_types_and_endpoints]: No available information lcg_cr: Invalid argument

 A GGUS ticket was opened and the problem seemed to occurred because of  the top-bdii set on our WN is responding slowly (at least slower than the timeout of the comand).

	Interaction integration with other components (specify which)
	
	

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK
	Dteam, ops, SEE

	GGUS tickets opened: please insert the URLs of the tickets
	
	https://ggus.eu/tech/ticket_show.php?ticket=82180

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	OK
	

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	WARN
	Moms_logs: 

05/20/2012 09:00:13;0080;   pbs_mom;Req;req_reject;Reject reply code=15001(Unknown Job Id REJHOST=wn01.csl.ee.upatras.gr MSG=modify job failed, unknown job 17460.ce.csl.ee.upatras.gr), aux=0, type=ModifyJob, from PBS_Server@ce.csl.ee.upatras.gr


Despite the error in the moms_log the test jobs sent from us were successfully and also the Nagios tests now are ok.
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