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	General comments:  

A well written document, following a logical structure and not plagued by language issues. 

The focus of the process is on formal aspects (conformity), there the text is very concrete, on the functional and performance related criteria it is less clear. The flow of tickets and formal feedback loop has been well defined and the experience from the first year is reflected in the proposed changes.  Furthermore an indication of what timelines are expected would be helpful for users and software providers.

MDavid: the changes described in the MS are now all implemented, I have changed from “Proposed change” to “Change” 

The process controls the flow of software from the producers to the sites, always assuming that all major problems can be identified before the end of the limited Staged Rollout. From then on there is no description of how rollbacks should be handled. If there is the assumption that rollbacks are handled by roll-forwards, then this should be mentioned. 

MDavid: Indeed this is an important and missing point, we should probably add (a section?) describing the actual final step “Release in production” where we should mention what happens if problems/issues/bugs appear there – Alvaro, Kostas??
These are handled by “roll-forward” in general.

ASimon: This rollback process is not commented because it was not changed since MS508. MS512 is just an update with the latest changes, we have included a MS508 reference, if the readers need more info about the whole process should read this document first.
The process suggests that the users provide requirements concerning testing and validation. This is useful, but doesn't cover all the needs of the "power" users. The LHC experiments have the non-negotiable requirement that new releases should not break their production. While they have been willing to adapt their software to changes in the middleware, they need an opportunity to test with their production system at scale (the document states on page 15 second paragraph: "to be discovered at small scale". 

The problem is that it is not practical to reproduce these environments to be run by validators. 

MDavid: All services, except the catalogs and SEs, can be replicated. Given this, the large communities can coordinate some kind of 2nd stepped staged rollout, on a fraction of the services. This is presently outside of the EGI task SA1.3, though some integration could be discussed. The changes presented in the MS, point to a larger timeframe of actual staged rollout while satisfying the need for any site needing to upgrade before the actual release, by having publicly available “testing” repositories.

The document describes the different classes of changes (major, etc.) and mentions backward compatibility and how the process is adapted to the different classes. What I couldn't find is how the introduction of non backward compatible changes on a distributed infrastructure will work in practice and how the legacy versions are phased out. 

The description of the concepts and tools behind the virtualized testbed makes an interesting read and it seems to be a really nice system. However, there might be a bit too much detail for the scope of the document. 

ASimon: We have included this technical information to explain how we will integrate SA2 testbed work (tiny VM images instantiated to deploy different certified grid services) and the Fedcloud Taskforce VM images provisioning workgroup.
In some places problems are stated, but the potentially underlying causes aren't discussed. As a consequence, without further background information, improvements might appear to be not well motivated (while in fact they are).

MDavid: I have added text justifying many of the changes, as well as background. See if it’s enough or if we should go a bit deeper.



	Response from author: …..




	Additional comments (not affecting the document content)  e.g.  recommendations for the future ……




Detailed comments on the content: see also comments inline in the document…
	N°
	Page
	§
	Observations
	Reply from author
(correction / reject,  …)

	1 
	8
	First bullet
	 "EMI will not be providing ..... for EMI2 onwards"  

 This states a fact, but doesn't say anything about EMI's reasons.  A few words would be good on this,  
	MDavid: Justification text has been added

	2 
	9
	 First bullet, dealing with the change of notification.
	The motivation isn't clear. Couldn't this change be transparently implemented in GGUS?
	MDavid: this is due to the fact that EMI is not producing the initial GGUS, this step triggered the process, though the technical way to do it implied asking work from the TP, that the TP is not supposed to do.



	3 
	10
	Phase 3: EA teams choose more freely when.....
	Isn't there a risk that components are left out in the cold for too long? 

   How are the end users involved?
	MDavid: I would say “semi-cold” since the new releases would (will be) available to sites and users if they enable the other UMD repositories “untested” and “testing”, which are disabled by default.

This is the compromise we found between tight/strict timelines on the one hand, and availability of the MW on the other hand.

Sites/Users picking the release in those repositories can be asked to provide the staged rollout report, without formal commitement as EA.

	4 
	11
	Last bullet:
	how are the security releases communicated? 

Emergency updates need to be "pushed"..
	MDavid: Added text for emergency updates, depending on the case, it may happen that they go fast forward skipping the SW provisioning workflow.

Security Vulnerabilities have a life on their own in the EGI SVG group, where they are accessed, prioritized, recommendation to the Tech Provider…

	5 
	12
	

	Requirements are mentioned for Quality Criteria from users and sites. How are they collected (GGUS)? How are they prioritized and what is the decision process to include a specific request?
	There is a specific EGI RT queue for requirements, these have been collected yearly, it’s prioritized in the EGI Operation Management Board, and then feed to the Tech Providers, for feedback and acceptance (or not).

	6 
	12
	
	I like the approach to treat small and deep changes differently :-) 

There is a definition of non backwards compatible changes missing. Here an example:

Service X  version 1.1, exposes to the user interface y. X has long term state, as a catalogue, SE, etc. 

The new release of the service x , version 1.2 still exposes the user interface y. For efficiency reasons the schema of the state 

has changed. 

Is the move from 1.1 to 1.2 backward compatible? The user might agree, the site admin disagree.
	MDavid: I think that from the point of view of sites, a backward incompatible change is perceived when:

The new version means re-installation.

The new version means change in the configuration of the service.

The new version means additional manual steps to be taken.

If a service has a DB backend, and there is a change in the schema, and if a script is provided to upgrade the schema, it may not be seen as backward incompatible.

From the point of view of users/applications, I think a backward incompatible change is perceived when it is needed to change the application in order to use a given service.



	7 
	14
	
	as stated above, nice work, maybe too many details.
	

	8 
	15
	
	given the importance of this step it should get more room than this one page. Currently most core products are relatively well behaved during synthetic testing and real issues show up at scale or in unforeseen environments. This makes the "staged rollout" the main line of defense. 

Staged means in stages, that means small, medium, large scale. 

The described process looks more like a deployment/configuration test.

How are the users involved?

How to we get complete workflows tested by the end users (especially the large scale users)?

The described challenges concerning EAs are in good agreement with my observations. It would be good to try to explain the reasons for this.

Why are sites reluctant to volunteer?

Why don't they react quickly?

What do get sites out of their EA involvement? 

How can we tackle these challenges.

If this is a resource issue, it should be stated, if there is a motivation issue ( work for getting extra trouble ...) this should be mentioned too, 


	MDavid:

The current Staged Rollout is only “one step”, and its done before release to production.

The sites participating deploy the new versions in production instances in many cases, but not all.

The “size” of sites involved in staged rollout, range from WLCG T1’s, to small sites (not involved in WLCG).

In many cases, users/VO’s are “immediately” involved in the EA effort, even if they don’t realize, the moments that some of their sites do the staged rollout.

We have seen in the past, problems appearing due to specific VO’s/applications, and this is the natural heterogeneity of the production infrastructure and applications running there, impossible to find in previous certification or validation stages.

Despite reluctance of sites, during the 2 years of EGI, the number of EAs almost doubled, from 30+ sites to 60+ sites, allowing in small steps, that most MW components to be covered for the test.

Finally, I never figured out, what carrot to give sites and users for their participation, besides the fact that in same cases, sites are particularly interested in some given components, or when there are serious issues that they want to see solved.

(Ideas welcome)

 

	9 
	19
	Figure 6)
	Providing statistical material is always a good idea.  A bit more information on this plot would be good. I must have overlooked the reference in the text. The figure caption doesn't give me enough information. 

With all the statistical information concerning the activity of the repository I still miss information on the concrete uptake of UMD. 

How many sites, representing which fraction of the EGI resources run UMD WNs, UIs, CEs, SEs etc.?


	MDavid: I think the best we have at the moment is the information services (top-bdii) despite all drawbacks it may have.

Particularly EGI operations have been working on this, in order to have statistical info about versions of services deployed in production, we may see if the gstat can help in this respect.

	10 
	20
	
	Nice measurement of the verification effort.

A few more words on the conclusions to be drawn from this data could be helpful.


	

	11 
	22
	Chapter 8
	Delivers some answers to the questions concerning the motivations of changes at the beginning of the document. 

This information should be provided closer to the description of the changes.
	


English and other corrections:

Note: English and typo corrections can be made directly in the document as comments.
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