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Staged Rollout Report
The Early Adopter team should fill the “grey” areas

	NGI
	NGI_IT

	Site Name
	IGI-BOLOGNA

	EA team names
	Paolo Veronesi

	EA team contacts
	grid-operations@lists.cnaf.infn.it

	Product
	gLite-MPI
GFAL/lcg_utils
	Version
	v. 1.3.0
v. 1.13.0
	RT ticket ID
	#3892 and #3893

4262 and 4263


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).

Copy/paste any results from your commands where you see fit.

	Metric
	<OK|WARN|FAIL

|NA|NVer>
	WEB URLs, Command used, other comments

(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other

documentation
	OK
	Site configuration: 1 batch server (torque+maui), 2 cream CEs (both emi-2 sl6) + some WNs EMI-2 SL5 and two WNs EMI-2 SL6. Glexec and argus used.

	Installation or upgrading (specify which)
	OK
	New Installation: 2 cream (emi-2 sl6) + some wns (emi-2 sl6 and sl5)

· Command used on cream: yum install ca-policy-egi-core  emi-cream-ce emi-torque-utils glite-mpi 

· Command used on wn: yum install ca-policy-egi-core emi-wn emi-torque-utils glite-mpi emi-glexec_wn openmpi openmpi-devel mpich2 mpich2-devel emi-torque-client

 

	(RE-)configuration (if using yaim, specify command used)
	OK
	· Command used on cream: /opt/glite/yaim/bin/yaim -d 6 -c -s /root/igi-siteinfo/site-info.def -n MPI_CE -n creamCE -n TORQUE_utils

· Command used on wn: /opt/glite/yaim/bin/yaim -d 6 -c -s /root/igi-siteinfo/site-info.def -n MPI_WN -n WN -n TORQUE_client -n GLEXEC_wn

	Functionality (including start stop of deamons, and which)
	NA
	

	SAM/Nagios/Gstat or any other monitoring framework

(specify the name of the machine)
	WARN
	Security issue reported on ticket https://ggus.eu/tech/ticket_show.php?ticket=86333. Our security policies follow the NSA security (http://www.nsa.gov/ia/_files/os/redhat/rhel5-guide-i731.pdf) and RedHat security giude (https://access.redhat.com/knowledge/docs/en-US/Red_Hat_Enterprise_Linux/6/pdf/Security_Guide/Red_Hat_Enterprise_Linux-6-Security_Guide-en-US.pdf), so we added nodev, nosuid, and noexec Options to /tmp. Mpi-start builds the executable on /tmp and the job fails. Removing the noexec attribute, SAM test runs fine (https://mon-it.cnaf.infn.it/nagios/cgi-bin/status.cgi?host=cream-01.cnaf.infn.it and https://mon-it.cnaf.infn.it/nagios/cgi-bin/status.cgi?host=cream-02.cnaf.infn.it&style=detail)
GFAL/lcg_util v. 1.13.0 is installed both on our WNs (EMI-2 SL5 and EMI-2 SL6) and on the UI (EMI-2 SL6), but we did not perform any particular test about it. Data management related SAM test and users experience did not report any problem.

	Interaction integration with other components (specify which)
	NA
	Glusterfs is used as shared file system for /home

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK
	VO used: gridit (catch all regional VO).

Few tests, only on SL5 WNs. After some configuration tuning (ssh passwordless between WNs), user application runs fine.

	GGUS tickets opened: please insert the URLs of the tickets
	
	

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	NA
	

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	NA
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