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Staged Rollout Report

The Early Adopter team should fill the “grey” areas

	NGI
	Ibergrid

	Site Name
	CIEMAT-LCG2

	EA team names
	Antonio Delgado Peris, Francisco Javier Rodríguez Calonge

	EA team contacts
	lcg.support@ciemat.es

	Product
	dCache
	OS
	SL5
	Version
	2.2.4
	RT ticket ID
	4388/4389


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).

Copy/paste any results from your commands where you see fit.

	Metric
	<OK|WARN|FAIL

|NA|NVer>
	WEB URLs, Command used, other comments

(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other

documentation
	OK
	http://www.dcache.org/manuals/Book-2.2/index-fhs.shtml
http://www.dcache.org/downloads/1.9/release-notes-2.2.shtml
Also (if migration from /opt installation to FHS):

   http://trac.dcache.org/wiki/optToUsr 

And (if migration from 1.9.5 or earlier (in two steps)): 

   http://www.dcache.org/manuals/2011/goettingen/upgradeguide/upgrade-guide.html


	Installation or upgrading (specify which)
	OK
	Upgrading.

One needs to update dCache RPMs and be very careful regarding configuration (see item below).

One probably also wants to upgrade postgresql (to version>=9.0).

And move to Java 7.

	(RE-)configuration (if using yaim, specify command used)
	OK
	YAIM not tested: in our opinion, dCache is too complex for YAIM. We prefer to maintain its configuration manually. This implies reviewing relevant configuration files, one by one, and carefully reading documentation. Among others, the following files need inspection or modification:

  /etc/default/dcache

  /etc/dcache/dcache.conf

  /etc/dcache/layouts/<hostname>.conf

  /var/lib/dcache/config/poolmanager.conf

  /etc/dcache/info-provider.xml

  /etc/dcache/gplazma.conf

Also run DB upgrade scripts:

  psql -U postgres chimera -f /usr/share/dcache/chimera/sql/create.sql

  createlang -U postgres plpgsql chimera

  psql -U postgres chimera -f /usr/share/dcache/chimera/sql/pgsql-procedures.sql

If upgrading from 1.9.5 or older (in two steps), the following should be run:

   /opt/d-cache/libexec/migrate-from-1.9.5.sh

	Functionality (including start stop of deamons, and which)
	OK
	Mostly OK. In our system, we have the following services running:

· Admin services: dCache, dir, info, gPlazma (1), adminDoor, httpd, utility, statistics.

· Namespace (chimera), NFS, SRM

· Doors: dcap, gsidcap, gridftp, xrootd (not fully tested)

· Pools

A few problems found. Please see below the tickets section for details.



	SAM/Nagios/Gstat or any other monitoring framework

(specify the name of the machine)
	OK
	Monitored by normal SRM tests in the SAM framework (ops and VOs) and Gstat probes. At our site, we also define some specific Nagios tests (services up, space not exhausted...) but this is not standard.

	Interaction integration with other components (specify which)
	OK
	WNs interact with dCache through jobs that read and write. FTS and remote SEs also interact with dCache in order to copy file in and out.

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK
	Our dCache is working in production since august 2012 and it's working fine (with a few caveats, as reported in the tickets section).

	GGUS tickets opened: please insert the URLs of the tickets
	
	A few problems were found and reported when testing dCache 2.2.3 and 2.2.4. We list them here classified according to their current status. Please notice that we refer to them using dCache RT tickets, not GGUS ones.

Issues already solved in dCache 2.2.4:

· 7334: xrootd door presents two principals for the same DN (different encoding) 

Issues not solved in 2.2.4 but understood and fixed by a future release:

· 7333: When using vorolemap and authzdb plugins with gPlazma2, if several FQANs are presented in VOMS proxy, only the first one is considered. It is a serious issue but can be worked around by using gPlazma1.

· 7450: Problem with the production of billing plots.

· 7451: Problem with ACL function that makes new files and subdirectories inherit ACEs in the wrong order.

Issues not yet understood:

· 7396: Pools exhausting all space and disabling themselves. A restart is needed to recover them. The problem is not yet understood. It happens rarely but, when it does, it is a serious problem.

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	OK
	All logs are now located at '/var/log/dcache/' which is better. One can set the log level of any cell withing a domain, which is fine, but it is not easy (or we don't know how) to make this persistent between cell restarts.

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	OK
	Error messages are very much improved for gPlazma 2. 

Long java stack traces do not seem useful for admins and pollute log files, but maybe developers may find them helpful when debugging reported errors.
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