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Staged Rollout Report
The Early Adopter team should fill the “grey” areas
	NGI
	GRNET

	Site Name
	GR-11-UPATRAS

	EA team names
	Vasileios Kolonias, George Goulas

	EA team contacts
	bakoloni@ece.upatras.gr, goulas@ece.upatras.gr

	Product
	Emi-Cream
	Version
	1.14.2
	RT ticket ID
	4848


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).
Copy/paste any results from your commands where you see fit.
	Metric
	<OK|WARN|FAIL
|NA|NVer>
	WEB URLs, Command used, other comments
(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other
documentation
	OK
	

	Installation or upgrading (specify which)
	OK
	yum update

	(RE-)configuration (if using yaim, specify command used)
	OK
	/opt/glite/yaim/bin/yaim -c -s EGI/trunk/Config/Siteinfo/site-info.def -n creamCE -n TORQUE_server -n TORQUE_utils

	Functionality (including start stop of deamons, and which)
	OK
	No daemon needed restart

	SAM/Nagios/Gstat or any other monitoring framework
(specify the name of the machine)
	OK
	https://nagios.hellasgrid.gr/nagios/cgi-bin/status.cgi?hostgroup=site-GR-11-UPATRAS&style=detail 


	Interaction integration with other components (specify which)
	NA
	

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK 
	In production for a week and all is fine.

	GGUS tickets opened: please insert the URLs of the tickets
	
	

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	
	

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	OK
	


1st comment:

After the update the nagios tests were failing with this status:

Event: Done

- Arrived = Thu Jan 17 17:31:02 2013 EET

- Exit code = 0

- Host = wms03.athena.hellasgrid.gr

- Reason = Cannot find lb_logevent command

- Source = LogMonitor

- Status code = FAILED

- Timestamp = Thu Jan 17 17:31:01 2013 EET

- User = /C=GR/O=HellasGrid/OU=auth.gr/CN=Pavlos Daoglou/CN=proxy/CN=proxy/CN=proxy/CN=proxy/CN=proxy

When sending a job from the UI directly to the cream the same error:

[bakoloni@ui01 ~]$ glite-ce-job-submit -r ce.csl.ee.upatras.gr:8443/cream-pbs-see -a new_test.jdl

https://ce.csl.ee.upatras.gr:8443/CREAM273118179
[bakoloni@ui01 ~]$ glite-ce-job-status https://ce.csl.ee.upatras.gr:8443/CREAM273118179
******  JobID=[https://ce.csl.ee.upatras.gr:8443/CREAM273118179]

        Status        = [DONE-FAILED]

        ExitCode      = [W]

        FailureReason = [Cannot find lb_logevent command]

This is a known issue and by installing glite-lb-client-progs the problem was solved.
2nd comment:

After the configuration the file /var/lib/bdii/gip/ldif/ComputingShare.ldif had to be changed according to this:

http://www.eu-emi.eu/emi-2-matterhorn-products/-/asset_publisher/B4Rk/content/cream-2 
· Workaround:  All the attibutes "GLUE2PolicyRule" defined in the file /var/lib/bdii/gip/ldif/ComputingShare.ldif MUST BE in the form "VO:nameofthevo" (the VO prefix is mandatory) - please fill all the lines like:

GLUE2PolicyRule: 
with:

GLUE2PolicyRule: VO:ops
for all the VOS that are missing


[image: image1.png]