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4 Introduction

The FP7 "Building a European Research Community through Interoperable Workflows and Data" (ER-flow) project disseminates the achievements of the SHIWA project
 and uses these achievements to build workflow user communities across Europe. ER-flow provides application support to research communities within and beyond the project consortium to develop, share and run workflows with the SHIWA Simulation Platform (SSP).
One important work package of ER-flow is WP5 Application Support, which deals with the creation and porting of applications to the SSP, as well as dissemination of the SHIWA platform, services and culture of workflow interoperability into diverse scientific communities. Initially four different research communities that participate as members in the project have been addressed, namely Heliophysics, Astrophysics, Computational Chemistry and Life Sciences. At the end of the first project year two additional communities will be addressed, namely Defense Human Resources Information Management (DHRIM) and Virtual Earthquake and Seismology (VERCE). In the second project year two additional communities will be considered. These additional communities, however, have not been able yet to provide feedback about the SHIWA platform. This deliverable therefore contains feedback about the platform collected by the four ER-flow communities during the first 10 months of the project.
From the user’s perspective, the SHIWA platform offers two main services: the SHIWA Portal and the SHIWA Repository. For a more detailed and technical description of the complete SHIWA platform and services, please refer to the Deliverables D3.1 (Study of the adaptation options of the simulation platform
) and D3.2 (Extended simulation platform
)
The SHIWA Repository (http://repo.shiwa-workflow.eu/) provides a facility to store workflows (WFs) for a large variety of workflow management systems and engines (WEs) and distributed computing infrastructures (DCIs). It holds the WF description using the native language of the respective WE, along with metadata about the workflow execution environment (e.g. WE or DCI) and sample data. Two main types of workflows are distinguished: the so called “native” workflows, which can only be executed on their original WEs, and “meta-workflows”, which can be executed in the SSP using the Coarse-Grained Interoperability (CGI) solution developed during the SHIWA project. Meta-workflows may contain native jobs, native workflows and non-native workflows. The meta-workflows need to be published and executed using the SHIWA Submission (or GEMLCA) Service, and after that they can be executed from the SHIWA Portal and reused to compose more complex meta-workflows.
Workflows of any type can be further annotated in the repository according to the scientific domain (main and sub-domain). Most of the workflows in the repository are public; however, access control is also possible by the creation of user groups and individual user authentication. WF lifecycle management facilities are also available, such as workflow “validation”. Moreover, some WEs and their development environments (e.g. ASKALON, MOTEUR, Triana and WS-PGRADE) have functions to directly upload (export) and download (import) the workflow descriptions directly to/from the SHIWA Repository, facilitating the process of workflow publication and reuse.
The SHIWA Portal (http://ssp.shiwa-workflow.eu/) is a WS-PGRADE science gateway where workflows from the SHIWA Repository can be directly executed using the CGI concept developed during the SHIWA project. It supports a large variety of DCIs and has the means to execute workflows described for a large variety of workflow management systems and engines. It presents itself to the user both as a development and execution environment for meta-workflows and native WS-PGRADE workflows. 
The SHIWA Portal and the SHIWA Repository can be exploited in combination or individually in a large number of scenarios. For example, native workflows can be uploaded to the SHIWA Repository for sharing with other workflow developers and with other science gateways. Additionally, the WF developer can port the workflow to the SHIWA platform and execute them using the CGI concept, making it available for execution via the SHIWA Portal and for embedding into meta-workflows. As it has been identified during the SHIWA project, the user interface to the various services is a very important factor for the success of any system. Most of the feedback from the users of the SHIWA Simulation Platform is predominantly about that. 
In the first months of the project we identified that the four communities had different plans for the exploration of these services. In spite of the differences, we identified the following similarities. All four communities run science gateways with customized interfaces for end-users (=scientists of these domains). These interfaces are optimized for (a set of) applications of relevance in that scientific field, being easy to use because they hide details related to WE, DCI, etc., completely. We also identified two main user profiles in these communities:
· The workflow developer is responsible for implementing scientific applications as workflows for a particular set of DCIs and WEs for the community. This person will use a “native” workflow management environment to develop and test new workflows implementing applications for a particular application of relevance at that community. These workflows will then be incorporated into the respective science gateway and become available for the scientists using a customized user interface.
· The scientists or end-users use the customized science gateway to run applications that have been previously ported to a DCI. These scientists are not interested in technical details about how these applications are executed or where; they only want to have results to continue their scientific research or publications. In all the four communities, these customized gateways are under construction in the scope of the SCI-BUS project
, and heavily based on the WS-PGRADE and Liferay platforms. 
After understanding these profiles, we agreed on two separate types of environments: one environment for workflow and meta-workflow development, publication, and execution purposes (SHIWA Repository and SHIWA Portal called ER-flow development environment); and several end-user execution environments in the form of SCI-BUS community tailored gateways (called ER-flow execution environment). Since the scientists never interact with the SHIWA services directly, in this deliverable we focus on the feedback provided by the workflow developers. Note that typically a small team of workflow developers supports a large number of scientists, therefore the number of people who effectively provided feedback for this deliverable is small (typically 3-5  people for each community).
This deliverable (D5.1) summarises the experience of workflow developers during exploration of the SHIWA Simulation Platform for the four user communities. Large communication has already taken place between WP5 and WP3 for feedback since the kick-off meeting of the project. In this context, the deliverable D3.2 has to be named because it summarises the various upgrades of the SHIWA platform in the first project year based on requirements defined by the research communities in previous feedback rounds. These feedback and requirements are not duplicated here. However, user feedback has always been an important means for evaluation of the SHIWA Portal and SHIWA Repository. This historical process of the SHIWA platform and its user friendliness is described here, and actual developments that occurred during the support of the new communities are highlighted.

Besides the historical development presented in Section 6, and the description of usage scenarios in Section 7, this deliverable summarises actual experiences with the SHIWA technology by each community in Sections 8, 9, 10, and 11. The presentation of experiences by each community is structured in this deliverable by answering the following main questions:

· How each community uses the SHIWA Simulation Platform. Here the communities describe the envisioned usage of the simulation platform, providing a short usage scenario with the development environment. Focus is given to how the SHIWA services are used, including both the development and the execution environments. All four communities will adopt the science gateways under development in the context of the SCI-BUS project to provide a customized interface for the end-users of the workflows ported to the SHIWA Platform. Details about these gateways, however, will not be provided in this deliverable.
· Description of experience: Here the communities evaluate their experience when using the SHIWA services (workflow repository, submission service, portal) to carry out the envisioned usage scenarios. Both functionality and usability aspects are considered, such as user-friendliness and intuitiveness. The communities comment on the following points: development environment, services & functionality, user interface, scalability, reliability.
· Enhancement requests and suggestions: Here the communities comment on further developments for efficient SHIWA usage, and highlight the issues that need to be most urgently tackled. The communities also indicate their priorities for the enhancement requests concerning the existing and new features and services.
Finally, the deliverable contains a section with conclusions taking into account the experiences of the four communities.
5 Historical development of the SHIWA platform
The SHIWA Simulation Platform version 1 (SSP v1) was delivered in March 2011 and version 2 (SSP v2) and version 3 (SSP v3) was released in September 2011 and February 2012. The first version of the SHIWA Repository was released in January 2011, followed by two more versions: v2 and v3 in September 2011 and February 2012.

Since then, the SSP and the SHIWA Repository have been continuously upgraded and improved. This was done based on user requests formulated in monthly periodic feedback reports prepared by the users during the last months of the SHIWA project. At that time only a few user communities were represented, the large majority in the subdomains of Life Sciences. Three periodic and a final report (deliverable D4.6 – Final evaluation report) were published. Some of the improvement requests were implemented during the SHIWA project, some during the ER-Flow project, and some still remain subject for future work.

The current Portal and Repository versions are v3.2 and v3.1 respectively. These versions were released during the ER-flow project. These latest versions have been used for preparing this deliverable.
The SHIWA Portal supports execution of workflows and meta-workflows using different workflow engines and/or DCIs based on the CGI concept. The availability of the platform, including all its components and WEs and DCIs was critical for the users in the beginning. In the meantime, many problems with usability, accessibility and stability have been solved. However, the SHIWA Portal is a very complex system with many external components, therefore guaranteeing its availability is a big challenge.
The SHIWA Repository is used to store workflows to be shared using the SHIWA scientific platform. The systems employ separated user management for developers and end-users, requiring different logins and passwords to access the different SHIWA components. Already in the first year, a common user management was envisioned, in the ideal case with single-sign on, or at least with the same authentication (user name and password). This still needs to be implemented.
The web interface to the repository is used to upload, download and retrieve workflows. Workflows stored in the SHIWA Repository are presented in two types of view: browse (view for scientists) or table (view for developers). They can be browsed through the attached meta-data (e.g., workflow name, group, workflow engine and DCI implementation). During the SHIWA project, many improvements have been made to the repository user interface. Currently, the tables are searchable through their (i) domain, (ii) sub-domain, (iii) application, (iv) workflow and (v) revision.
In the first days of the SHIWA platform, the SHIWA Portal and the SHIWA Repository were not directly connected to each other, which required manually copying workflows and their data from the one to the other for execution on the SHIWA Portal or composition of meta-workflows. Now, the direct export of workflows from the portal to the repository is possible, as well as from/to other workflow development and execution environments. 
On the SSP v1, the user used the WS-PGRADE workflow editor from SSP to firstly design the graph representing the logic of the meta-workflow, and then chose the sub-workflow to be run for each meta-workflow task. Setting execution parameters such as input files, output files of each sub-workflow should be done on this interface. In SSP v1 the portal interface was only used for launching and monitoring the execution of the meta-workflow and its sub-workflows.
On SSP v2, the workflow editor can be also used for designing the meta-workflow, in which graph nodes represent meta-workflow tasks and links between nodes represent their interconnections. This graph is stored in the SHIWA Repository. During the configuration process, the user uses the SHIWA Portal interface to create a concrete workflow based on the graph created in the previous step. A concrete workflow is defined as a combination of the native jobs, native and non-native workflows extended with their configuration, i.e. binaries, default files and parameters. For each task in the concrete workflow corresponding to each node in the graph of the meta-workflow, the user will configure the legacy code of the sub-workflow registered in the GEMLCA Repository. Based on the number of input and output ports defined for each task, SSP v2 provides to the user a list of legacy codes having the same number of input and output ports. The user can then chose a legacy code to be executed from this list. Setting execution parameters is easier on SSP v2 by modifying directly on the SSP Portal interface rather than using the workflow editor as in SSP v1.
The new feature of SSP v3 is the workflow export and import service. This service replaces the previous manual workflow upload-download operation. In the SHIWA project the workflow export and import service was implemented for the ASKALON, MOTEUR and Triana workflow systems based on the FGI (or IWIR) bundle. Since ER-flow supports workflow interoperability based only on the CGI concept, the export-import service was extended to enable upload and download CGI bundles containing native, non-native and meta-workflows. This extended version is SSP v3.2. Workflow developers create workflows using the WS-PGRADE workflow editor and execute them via WS-PGRADE workflow engine in the same way as in SSP v1 and SSP v2. As a next step they can upload the workflow using the workflow export service. This service generates the CGI bundle of the workflow and uploads it to the repository. The repository extracts the workflow data from the CGI bundle and translates this data into the workflow data representation. To download a workflow from the SHIWA Repository users have to browse, select and import workflows in the SHIWA Portal The SHIWA Repository v3.1 provides the minor enhancements requested by the ER-flow communities as new features.
6 SHIWA Platform usage scenarios

The SHIWA Platform offers services that can be exploited in several ways, in isolation and in combination with each other and with local resources. In this section we present some scenarios that have been defined in the first months of the project as a consequence of interaction between the SHIWA platform developers and the four user communities. These scenarios have been formulated in generic terms because we found that they apply to the various communities in one way or another. The most important scenarios exploited in the first year of the project include:
· Scenario 1: Discovering and testing (new) workflows
· Scenario 2: Workflow storage and documentation
· Scenario 3: Sharing of workflows with external parties

· Scenario 4: Workflow repository for science gateways
Additional scenarios, including meta-workflows that explore the workflow interoperability facilities of the SHIWA platform, will be explored in the second project year.
6.1 Scenario 1. Discovering and testing (new) workflows
Imagine a workflow developer that for some reason needs to start using a new workflow management system (WfMS). Maybe his/her previous WfMS has been discontinued, or it does not deliver the expected functionality somehow. For example, the grid infrastructure has a new middleware, or only cloud resources will be available in a time coming soon, but his/her current WfMS does not support the new middleware. This workflow developer is ”shopping” for a new WfMS. He/she hears about the SHIWA Platform, and decides to play with it before taking a decision. First, he/she searches for workflows in the SHIWA Repository that implement applications related or similar to his/her own scientific problems. Second, he/she executes some of these workflows through the SHIWA Portal using the test data to get some feeling for the application, the WfMS or both. Finally, he/she downloads the workflow, studies it in more details, maybe even runs some modified versions of the original workflow for further testing. 
Now imagine the case of a workflow developer that is already using a given WfMS, but wants to build additional knowledge from examples that can be found in the SHIWA Repository. Or he/she needs to implement a new application on a new DCI, and is looking for examples or workflows to reuse.
In these scenarios the user (in this case a workflow developer) would perform roughly the following steps:

1. Search for existing workflows in the SHIWA Repository. Target workflows would either implement the application, WfMS or DCI that the developer has in mind. The workflow descriptions and metadata help the user to filter the findings.
2. Experiment with selected workflows by executing them from the SHIWA Portal with the sample datasets. The portal is friendly enough to enable this execution without bothering the user with additional credentials.
3. Import the useful/similar workflows into the local WfMS.
4. Further develop/adapt workflow for local needs and resources.
5. Publish the new workflow in the SHIWA Repository.
In this case the value of the SHIWA platform would be twofold:
· it provides a repository with workflows already ported to various infrastructures

· it provides an execution platform to test these workflows
Note that, although other workflow repositories exist (e.g., myExperiment), to our knowledge the SHIWA platform is unique in providing both the repository and execution environments for such a rich set of workflow management systems.
Requirements for this usage scenario include:
· search, browse functions
· documentation, metadata and sample data
· execution environment with straightforward access to the DCI, including credentials
· import/export function from native systems
6.2 Scenario 2. Workflow storage and documentation
Imagine a community that has used workflow technology to port applications to DCIs for a long time. After a few years of activity, the number of workflows and workflow components can be very large. Some of these workflows can be completely different from each other, but most likely many of them represent variations of the themes. For example, the same application code is executed with different pre- or post-processing steps. Or perhaps the new versions of the code are used. Or maybe different input and output data formats are accepted. Or a different DCI is targeted. At the end of the day, the community (or individual developer) is left with a large amount of workflows, and it is nearly impossible to keep track of them in the long term without proper metadata. The SHIWA Repository offers the type of resource needed for this management.
The following steps could be taken to exploit the SHIWA Repository to store and document workflows along time:
1. Workflows are developed by some community or individual using the native and local WfMS development and execution environment. This can be, for example, a community portal such as the SCI-BUS science gateways based on WS-PGRADE.
2. Workflows are uploaded to the SHIWA Repository with executables, metadata, documentation and sample and test data. 
3. These workflows are executed from the local execution environment by developers directly (using the native interface of the WfMS) or by researchers (using the customized gateways)
Note that in this usage case the SHIWA Portal is not used for execution; only the SHIWA Repository is exploited.
In this case the value of the SHIWA platform would be twofold:
· Representation of metadata, documentation and test data about workflows together with their description
· Archival of workflow documentations and descriptions for long periods of time
The requirements include
· workflow description with documentation and metadata
· import/export capabilities in the native WfMS system.
6.3 Scenario 3. Sharing of workflows with external parties
Imagine that a workflow is developed and executed in the environment available for some user community (e.g., the community science gateway). Then this workflow is properly documented and becomes available in an open repository such as the SHIWA Repository. It is now possible to refer to this workflow and share it with others. For example, another community might be interested in running the same workflow from another execution environment. Or maybe a researcher wants to refer to the workflow to explain the HPC or HTC part of the data analysis in a scientific publication. Consider that it is possible to include the link to a workflow stored in the SHIWA Repository in the “Methods” section, and that the reader can even run this workflow using the same data presented in the paper, or some (smaller) sample dataset. Such a scenario is already fully possible with the SHIWA platform.  
The following steps would be taken:
1. Workflows are developed and executed in their native WfMS systems
2. Workflows are uploaded to the SHIWA Repository with executables, metadata, documentation and sample and test data
3. The direct link (URL) is used to refer to these workflows externally
4. Some other person clicks on the link (URL) and is taken directly to the page about that workflow in the SHIWA Repository. 
5. This new user can either run the workflow from the SHIWA Portal or import it into his own local execution environment available (for example, a community portal).

In this case the value of the SHIWA platform would be:
· To offer the capability of representing metadata, documentation and test data about workflows

· Long term archival of workflows that participate in published papers
· Capability of executing the workflow from the SHIWA Portal without having to deploy a new WfMS locally.

The requirements in this case include
· workflow documentation, metadata and sample and test data
· facilities for long-term lifecycle management, including versioning, archival and removal;
· direct link (URL) to locate workflow in the repository
· access control: some workflows contain components with licensing restrictions, so they cannot be made public by default. In this case controlled access is needed, for example, with explicit authorization from the owner.
· monitoring information about workflow reuse, e.g., when the workflows are executed or downloaded and by whom
6.4 Scenario 4. Workflow repository for science gateway
Scenario 4 is a special case of scenario 3. Here the goal is to use the SHIWA Repository to store workflows that are used by scientists from a community science gateway. Instead of using the local repository of the WfMS, or having to create one because the WfMS does not have this functionality, imagine that the science gateway developers decide to use the SHIWA Repository to store the application workflows. Therefore, when a user wants to run the application from the community science gateway, the workflow is downloaded by the gateway from the SHIWA Repository and executed in the local environment. As a bonus, these workflows can be shared among parties that operate different execution environments, for example different SCI-BUS community portals. Each group has independent portals, but the portals are able to import the same workflows from the SHIWA Repository for execution in their local environments. The steps and requirements for this scenario are similar to scenario 3.
7 Astrophysics
Astronomy is a natural science that deals with the study of celestial objects (such as moons, planets, stars, nebulae, and galaxies); the physics, chemistry, mathematics, and evolution of such objects; and phenomena that originate outside the atmosphere of the Earth (such as supernovae explosions, gamma ray bursts, and cosmic background radiation). 

Astrophysics is the branch of astronomy that deals with the physics of the universe, including the physical properties of celestial objects, as well as their interactions and behaviour. The studied objects include galaxies, stars, planets, extra-solar planets, the interstellar medium and the cosmic microwave background. Their emissions are examined across all parts of the electromagnetic spectrum, and the examined properties include luminosity, density, temperature, and chemical composition. Because astrophysics is a very broad subject, astrophysicists typically apply many disciplines of physics, including mechanics, electromagnetism, statistical mechanics, thermodynamics, quantum mechanics, relativity, nuclear and particle physics. In practice, modern astronomical research involves a substantial amount of physics. 

Generally, either the term “astronomy” or “astrophysics” may be used to refer to this subject. Based on strict dictionary definitions, “astronomy” refers to “the study of objects and matter outside the Earth's atmosphere and of their physical and chemical properties” whereas “astrophysics” refers to the branch of astronomy dealing with “the behaviour, physical properties, and dynamic processes of celestial objects and phenomena”. In some cases, “astronomy” may be used to describe the qualitative study of the subject; instead, “astrophysics” is used to describe the physics-oriented version of the subject. 

Cosmology is the study of the origins and eventual fate of the universe. Physical cosmology is the scholarly and scientific study of the origin, evolution, structure, dynamics, and ultimate fate of the universe, as well as the natural laws that keep it in order. Modern cosmology is dominated by the Big Bang theory, which attempts to bring together observational astronomy and particle physics. Cosmology is also connected to astronomy, but while the former concerns the Universe as a whole, the latter deals with individual celestial objects.

Stellar evolution is the process by which a star undergoes a sequence of radical changes during its lifetime. Depending on the mass of the star, this lifetime ranges from only a few million years for the most massive to billions of years for the least massive. Stellar evolution is not studied by observing the life of a single star, as most stellar changes occur too slowly to be detected, even over many centuries. Instead, astrophysicists come to understand how stars evolve by observing numerous stars at various points in their lifetime, and by simulating stellar structure using computer models.

Astroparticle physics is a branch of particle physics that studies elementary particles of astronomical origin and their relation to astrophysics and cosmology. It is a relatively new field of research emerging at the intersection of particle physics, astronomy, astrophysics, detector physics, relativity, solid state physics, and cosmology. Partly motivated by the historic discovery of neutrino oscillations, the field has undergone remarkable development, both theoretically and experimentally, over the last decade. The Astrophysics community involved in the first year of the ER-flow project has selected six workflows to be used as pilot in this particular research area to demonstrate how to develop, use and share workflows. The porting to the SSP and the publishing in the SHIWA workflow repository of these pilot workflows is in progress. 

Within the ER-flow project the Astrophysics community is represented by INAF (Istituto Nazionale di Astrofisica, Italy). It coordinates the activity of other European partners that mainly contribute with applications and pre-existing workflows to the project and also with technological knowledge related to DCIs and workflow systems. The six astrophysical pilot workflows of the first year are shown in table 4.
	Application
	Explanation
	Provider

	COMCAPT
	Capture of comets from the interstellar space by the Galactic tide
	Astronomical Institute of Slovak Academy of Sciences

	FRANEC
	Frascati Raphson Newton Evolutionary Code
	INAF - Osservatorio Astronomico di Teramo

	LaSMoG
	Large Simulation for Modified Gravity
	University of Portsmouth (UK).

	MESTREAM
	Modelling the dynamical Evolution of meteoroid stream
	Astronomical Institute of Slovak Academy of Sciences

	Planck
	Simulations of the ESA Planck satellite mission
	INAF - Osservatorio Astronomico di Trieste

	VisIVO
	Visualization Interface for the Virtual Observatory
	INAF - Osservatorio Astrofisico di Catania


Table 4 – Astrophysics applications to be ported to the SHIWA platform
7.5 SHIWA Platform Usage

The Science Gateways that the Astrophysics community is using are the following:

· INAF - Osservatorio Astrofisico, Catania, Italy ( http://visivo.oact.inaf.it:8080/ ). Using local DCIs and run WFs.

· INAF - Osservatorio Astronomico, Teramo, Italy ( http://193.204.1.135:8081/ ). Run WFs on local resources.

· INAF - Osservatorio Astronomico, Trieste, Italy ( http://guse-fe.oats.inaf.it:8080/ ). Only installed.

· University of Portsmouth, UK ( http://148.197.12.1:8081/ ). Run WFs on local resources.

· Astronomical Institute of Slovak Academy of Sciences ( http://sg-mph.ta3.sk:8081/ ). Only test WFs on the VOCE VO, not very stable until now.

· University of Westminster, London, UK ( https://shiwa-portal2.cpc.wmin.ac.uk/liferay-portal-6.1.0/ ). Run WFs on limited resources at disposal from the 19-22 March 2013 ER-flow Application Porting Workshop.

The six workflows have been coded in WS-PGRADE/gUSE architecture on the SSP. At present only some of our workflows have been exported to the SHIWA platform. For instance, those that depend on VisIVO run only on the Catania Science Gateway where the VisIVO is installed. Also the SHIWA and the SCIBUS gateways have been used for the development. Some of them are constituted by sub-workflows, i.e., composed of smaller workflows, that could eventually be considered as the building blocks to create new extended workflows. 

The resources currently available to the members of the astronomical community belong to the VOCE (Virtual Organisation for Central Europe) Virtual Organization. Other resources belonging to other 3 Virtual Organizations are going now to be added to the pool of those shared to support the astronomical participation in ER-flow:

· astro.vo.eu-egee.org (European astronomical catch-all VO) 

· inaf (Italian national VO for astronomy)

· planck (VO dedicated to the ESA Planck satellite mission)

Access to “inaf” and “planck” VOs are on the way, whereas there are still some problems in accessing the “astro” VO; activities are in progress to solve such residual problems.

All astronomical applications ported on SSP during the first year of the ER-flow project use gLite as Grid middleware.

The astro WFs ported on SSP during the first years do not need to access to astrophysical data repositories; the data they require are locally transferred where the application runs.

The SHIWA platform is used by the Astrophysics community in the first ER-Flow project year fits into the scenarios 1, 2 and 4 explained in section 7.

7.6 Description of Experience

During the first year of ER-flow the porting of workflows was mainly limited to import and export them to/from the SHIWA Repository. The community uses it as a common repository where to store and share workflows,  in the sense of scenario 2, especially those that can be used as building blocks to create more complex meta-workflows. It is necessary, however, to make workflows really able to run on the SSP, which has been used so far mainly for development and testing, and to extend the SSP usage, especially for production purposes.

The ability of importing workflows directly from the SHIWA Repository to the SCI-BUS Gateways was missing during the first part of the project, but now it has been provided.

During the first year, some problems occurred from time to time in carrying out import/export operations to/from the SHIWA Repository. After the ER-flow meeting held in Dublin in early May, such import/export problems were promptly fixed in the framework of the activity related to the WP3 of the project.
Once the workflows have been imported to the SCI-BUS gateway, they can then be executed using ASM portlets. To do that it is requested to import the WFs in the SCI-BUS gateway, test them, and export them in the local repository. This procedure allows our WS-PGRADE/gUSE based WFs to work properly.

All astronomical workflows ported on SSP during the first year are WS-PGRADE native and run on gLite resources. Although no problems were raised so far for what concerns the support of gLite, it is not ensured that this support will be granted also in the future and in all countries federated in EGI. It is then necessary to support other kinds of DCIs, such as local clusters, HPC and Cloud computing. At the same time it is necessary to evaluate some related questions concerning the allocation of resources to workflows submitted and executed by end users, such as: 1) which resources to allocate? 2) which privileges should the user have? and 3) how to handle individual accounts? Solutions to address these questions described above, therefore, should be platform agnostic.
To provide satisfactory answers to these questions it is necessary to define a user profile allowing to understand if a given end user is authorized to access specific resources and, if so, with which privileges. For instance, one of the fundamental parameters to associate to a SHIWA end user is the community the end user belongs to; in a scenario where resources are handled, shared and allocated on a per-community basis, without this important information it is impossible to decide which resources can be allocated to a specific user and with which privileges. This complies with scenario 3.

7.7 Enhancing the Platform

According to the considerations reported in the previous section we try to identify here some of the developments of the SHIWA platform that we consider urgent to facilitate the porting and the execution of astronomical applications.

1. Make the SSP easy to use for production purposes;

The end user should be guided to import the workflows of interest and during the submission phase; the end user support should be strengthened and integrated with a rich set of documentation, videos, discussion forums, and so on.

2. Go ahead with the activity aimed at ensuring full support from the SSP to various DCIs, the most relevant of them being the Grid, HPC and Cloud computing;

The Grid astro VO has used until now the EGI gLite middleware.

3. Enable the interoperability between PDL (http://pdl.obspm.fr/) and ER-flow; to achieve this interoperability, the fundamental contribution by WP3 is necessary.
PDL (http://www.ivoa.net/documents/PDL/) is an ontological grammar for describing parameters and their related constraints. This description includes both physical (nature, meaning, unit, precision…) and computing (numerical type, SKOS concept) aspects. PDL also has capabilities to describe physical or arbitrary (including mathematical) constraints on parameters.

This grammar is based on a generic data model. Each model of the DM corresponds to a syntactical element. Each description could be interpreted by a computer system by parsing the sentence-related object structure. 

Since the input and output of every service (including their constraints and complex conditions) could be described with this fine-grained granularity, interoperability becomes possible in a smart and intelligent sense needed by scientific applications: services should be able to work out if they can sensibly use their output as input for another one, by simply looking at its description.

Software tools based on PDL are generic and based on the same idea, direct consequence of PDL description ability: they are generic components, which are configured for a specific service using a PDL description instance as configuration file. This design drastically improves the productivity: the same software infrastructure is used for deploying all the services, reducing the cost of maintenance and evolution. The scientist wishing to expose a code, has only to provide the associated PDL description (he could write it by hand, or using our description editor) and will have automatically the client-server layer and the Workflow layer working for its specific service.

A possible suitable contribution for ER-flow project could be the porting of the PDL server into the SHIWA infrastructure. A generic PDL-SHIWA plugin could be configured by a PDL description instance for running easily a code on that distributed platform.
4. Richer user profiles should be defined with the insertion of all requested parameters enabling a full characterization of the end user, especially for what concerns the allocation and usage of resources. For this purpose the discrimination of end users on a per-community basis is extremely important as explained in the previous section.
As an example, when the concrete instance of a workflow is shown, the whole set of resources are listed; it would be better, instead, to present a shorter list of resources, according to what the end-user is actually enabled to use.

8 Computational Chemistry

MoSGrid focuses on the configuration and provision of Grid services for molecular simulations. MoSGrid enables extensive use of D-Grid-Infrastructure for high-performance computing in the field of molecular simulation, including annotation of the results with metadata and their provision for data mining and knowledge generation. MoSGrid aims to support the users in all fields of simulation calculations. Via a portlet, the user can access data repositories where information on molecular properties as well as on ”recipes” - standard methods for the provided applications – are stored. By means of these recipes simulation jobs can be automatically generated and submitted into the Grid (Pre-processing and Job Submission). Moreover, the users are supported at the analysis of their calculation results. This facilitates the post-processing of the data for subsequent calculations and analyses. Through the cross-referencing of different result data sets new insights can be achieved. The data repository additionally allows external referencing of simulation results. The MoSGrid Portal is powered by gUSE WS-PGRADE. For the time being, MoSGrid is available for scientists working in Germany. This is due to a transition process to NGI-DE.

MoSGrid is divided in three Application Domains, namely molecular dynamics, quantum chemistry, and docking, which cover the diverse disciplines of computational chemistry in the MoSGrid community.

Molecular dynamics (MD) are based on a molecular mechanics (MM) approach describing molecules as “balls and springs” for the atoms and the forces holding them together. This approach is quite successful for the description of organic molecules, larger protein arrays covering a range of 100 to 1 million of atoms. In MD, MM is used to simulate the time-dependent behavior of such large systems. Molecules incorporating metals or the simulation of bond forming or breaking processes cannot be reasonably described by MD until now. Here, quantum chemistry (QC) is superior by explicitly treating the electrons and their field within the array of atoms. QC theory is based on the time-independent Schrödinger equation. The computing effort is considerably higher such that general QC methods are mostly used for systems of up to 500 atoms. Some flavours of QC calculate molecules and their properties arbitrarily exact but only for 10 atoms using DCIs for weeks. The third domain – docking – is not principally different but uses a MM approach for the description of an enzyme pocket and QC or MM for the description of a ligand which fits into this pocket. The scientific question is now the correct conformation of the ligand and the most efficient way of interaction between ligand and pocket.

In the first project year, 16 workflows from all three domains were ported to the SHIWA repository (see Table 5) and then their exchange will be tested in the following months. All MoSGrid workflows ported in the ER-flow project use UNICORE as Grid middleware. More detailed information on these workflows can be found in D5.2.
	Subdomain of computational chemistry
	Workflow

	Molecular dynamics 
(using GROMACS as code)
	Energy Minimisation 

Equilibration 

Single TPR 



	Docking 
(using CADDSUITE as code)
	Docking with ligand generation

Docking without ligand generation



	Quantum chemistry 
(using NWChem as code)
	Geometry optimisation = basic WF

Optimation+frequency WF
Frequency WF

TD-DFT WF

Mulliken WF

Solvation WF

Spectroscopic analysis (Meta WF)
Parameter sweep 

Transition state search

Transition state analysis (MetaWF)
High throughput




Table 5. List of MoSGrid applications ported in the first year
8.8 SHIWA Platform Usage

The end user uses the MoSGrid Science Gateway as an execution environment, which can be found at www.mosgrid.de. In general, MoSGrid standard users use pre-defined workflows within the specific portlets of their domain. These workflows are provided by the MoSGrid developers. In the meanwhile, advanced users aim to develop new workflows for their special needs. These users are also Chemistry experts who additionally have acquired distributed computing skills, and are the main users who reported experiences in Section 9.2.

Since the start of ER-flow, lots of new workflows have been defined and implemented in MoSGrid for all three domains. These workflows are based on WS-PGRADE and can be stored on the MoSGrid repository and also exported. The MoSGrid repository is part of the MoSGrid platform and based on XtreemFS. The advanced users can exchange their workflows via this repository (usage scenario 3).
Within the ER-flow project, the MoSGrid community became familiar with the idea of meta-workflows. The functionality of combining workflows was not yet available within MoSGrid since MoSGrid was not aware of that functionality. Moreover, the exchange of workflows with other chemical communities which are not based on WS-PGRADE was impossible. Hence, the main goal of the SHIWA usage by the MoSGrid community was the advanced development of new more efficient workflows in all three domains and the porting to the SHIWA platform for future exchange and better interoperability with other chemical communities.

The real simulation will take place within the MoSGrid environment, but for application porting, the SHIWA Portal and the SHIWA Repository are needed. The workflow combination shall be done in the SHIWA Portal.
The most important usage types are:

· Storing MoSGrid workflows in the SHIWA Repository (scenario 2)
· testing MoSGrid workflows in the SSP (scenario 1)
· exchanging MoSGrid workflows with other chemical communities (scenario 3)
· publishing MoSGrid workflows and making them available via SHIWA (scenario 3)
· combining small workflows to larger meta-workflows in the SHIWA Portal

8.9 Description of Experience

Visually, the SHIWA Portal gives a good impression. Nevertheless, – the separation into SHIWA Portal and Repository is complicated to understand by a chemistry-oriented workflow developer. The two sets of logins and passwords pose numerous small problems that can be solved, but could be facilitated for the user. The authentication in principle is fine, since it is similar to the certificate authentication used in the MoSGrid gateway.
The actual version of the SHIWA Portal was not easy to find in the web in the beginning of the project. There are a number of diverse links pointing in all directions to tutorials and explanations, but the TRUE portal link was very hard to find. This has been improved with direct links from the ER-Flow project website.
As the UNICORE DCI Bridge at the moment is not enabled at the SSP, the MoSGrid community cannot run simulations on the SHIWA Portal. Hence, only the use of the SHIWA Repository for storing and exchanging workflows has been regarded in this deliverable. For these tasks, the user has to perform several steps shortly described here:

1. export your workflow in MoSGrid within the download section by selection of “getAllButLogs” to download a zip-package of the workflow.

2. Go to the SHIWA Portal and to “Workflow” > Upload , select the downloaded zip file.

3. Then go to Workflow > Concrete, click “Refresh” and make sure you can see the new workflow. 

4. This new workflow (new in SHIWA) has to be exported by clicking on “Export” to “Remote SHIWA Repository”, “OK”, entering the shiwa-repo username & password, clicking “Get Groups”, selecting the appropriate group, and exporting in WS-PGRADE/gUSE format.

5. The workflow should be found in the SHIWA Repository in the selected group and can be amended with textual details and references. The workflow graph should appear in the list of workflows (this functionality was working in March 2013 and is disappeared in July 2013).
The development of workflows with WS-PGRADE is somewhat intuitive and details can be easily read in the WS-PGRADE cookbook, which is really helpful and well-written. In the porting workshop in London (March 2013), direct help was provided by WP3, which made the process really fast. Back home, sitting only with the written notes, it was more complicated to develop the workflows.

In MoSGrid, we implement the workflows in WS-PGRADE using the UNICORE plugin of the DCI Bridge, and test them directly on MoSGrid resources. The export of these workflows in WS-PGRADE/gUSE format is directly implemented in MoSGrid. Hence, the step to the SHIWA Portal where the workflow needs to be uploaded to be downloaded again is kind of redundant. Furthermore, since sometimes password problems occur, this step complicates the whole porting experience. A direct upload of the MoSGrid-workflow into the SHIWA repository would be much easier. The described procedure has to be done since MoSGrid is still working on an old WS-PGRADE version. The workflow transfer would be easier after upgrading the MoSGrid portal.
Moreover, the workflow export from the SHIWA Repository is quite easy and re-import to MoSGrid works fine.

Since MoSGrid workflows cannot be run directly in the SHIWA platform at the moment, debugging in SHIWA is not possible. Therefore, the workflows can be combined in the SHIWA platform, but have to be exported to MoSGrid back for testing purposes. We are still working on these examples which will be described in the upcoming deliverable D5.2.
8.10 Enhancing the Platform

The scientific abstraction level in SHIWA is quite far from the end-users so that from the MoSGrid community only workflow developers will make the step from the MoSGrid portal to the SHIWA Portal. Here, the SHIWA Portal can be quite useful for the development of more efficient workflows for the MoSGrid workflow developers such as parameter sweep workflows. Moreover, the idea of creating meta-workflows allows the scientists to re-use the small, basic workflows to build up a multiplicity of more complex workflows.

The most important developments needed for efficient SHIWA usage are the following:

· facilitated access to SHIWA Portal and Repository; the easiest would be a single sign-on .
· full UNICORE support with working DCI Bridge ( then all workflows can be directly tested in the SHIWA Portal. This would facilitate the whole porting process.
· full features, especially regarding UNICORE support, of the MoSGrid Science Gateway in the SHIWA Portal
· the graph feature was really helpful, but has now disappeared. This should be implemented again.
9 Heliophysics

The end user uses the Heliophysics Science Gateway as execution environment, which can be found under http://portal03.cs.tcd.ie:8080/liferay-portal-6.1.0/web/guest/heliogate
Heliophysics is the branch of physics that investigates the relationship among the various bodies of the Solar System, more precisely; it investigates how the Sun influences the Heliosphere. The investigative domain of Heliophysics is thus the entire Solar System, an extremely vast “experimental space” where phenomena propagate from the Sun to the outer bodies. Data is gathered from a multiple of sensors on board satellites and on the surface of the planets.
Successful investigation in Heliophysics entails coordinated analysis of data gathered across the entire Solar System regarding phenomena that evolve in space and time, a complicated problem.

The Heliophysics community has developed more than 50 workflows during the HELIO project
. These workflows resulted to be obvious candidates for the porting to the SHIWA platform.

To understand the nature and utility of these workflows it is advantageous to briefly describe some common investigation steps in the discipline.

· Find what is interesting: Scientists browse catalogues of events that are detected throughout the solar system and catalogues of features that were observed on the Sun’s surface to establish what is worth investigating

· Find which observations are available: Scientists search in catalogues of instruments capabilities and location to understand which observations are available to investigate the events or features of interest.

· Find the data: Scientists find and access the data sets that are available and relevant to study the events and features.

· Analyse the data: Scientists analyse the retrieved data sets.

All the ported workflows cover all or part of this process to investigate events either in a single point of the Solar System or to investigate how events propagates throughout the Solar System by the means of a Propagation Model. The ported applications cover one or more of the listed steps – see Table 6 for an overview.

All these workflows use services developed by the HELIO Project. These services are available through Web Services interfaces.

Compared to other communities, the Heliophysics community has some original traits that are worth mentioning:

1. It is a small community focused on a niche research

2. It is relatively new to workflows

3. It heavily relies on various catalogues that list events and features. These catalogues are based on already existing metadata or on the extraction of metadata from raw data. 
4. Access to DCIs has been implemented up to now with specific processing and storage web services that hide the complexities from the users. The HELIOGate portal developed in SCI-BUS, offers access to a cluster for the members of the community.

	Application Ported
	Description

	Fetch data from instruments over time range
	For a certain time range, it looks for flares between an energy range, and it provides the observations for such time range for the list of instruments asked. It also provides the table of flares with its properties.

	Find origins or solar wind events
	Returns a comprehensive overview of high speed solar wind events (Coronal Mass Ejections  or Co-rotating Interactive Regions) seen at Earth, by obtaining the maximum in-situ measure velocity from the data evaluation service (DES), propagating the even backwards to Earth using the HELIO processing service (HPS) and SHEBA propagation model, and search whether halo Coronal Mass Ejections or Coronal Holes were observed on that time, and retrieves, besides all the previous information, a context solar wind plot (+/- 1 day) and a URL linking to a context movie for Coronal Mass Ejections or map from the HELIO feature catalogue (HFC) for Coronal Holes.

	Monthly event counts
	This workflow provides monthly counts of events obtained by the Helio Event Catalogue (HEC) between the selected time range. It returns the result as comma separated file (csv) and as list of lists.

	Retrieve DPAS data from all ICS instruments
	Queries the Instrument Capabilities Service (ICS) and returns all data from the instrument with the selected capability by querying the Data Provider Access Service (DPAS)

	Determine detection time of type II CME

	The fastest Coronal Mass Ejection (CME) is found from an interval of time, and propagated to Earth, in two steps, first to obtain the Solar wind speed at Earth and then propagated again with a more reasonable CME speed. The output produces Min-Max Expected Arrival Times (ETA) for each object in the heliosphere and the plots of the final propagation model. 

	Associate flares and active regions


	This workflow queries the Helio Feature Catalogue (HFC) Active Regions list and Helio Event Catalogue (HEC) flare lists.

It requires a time periode and a search radius around the centre of an Active Region as inputs and it returns a two tables that represent the association between flares and active regions


Table 6. Applications ported for the Heliophysics community
9.11 SHIWA Platform Usage

The usage of the platform by the HELIO community is driven by the advantages that the SHIWA platform offers. These can be briefly described as:

1. The possibility of accessing already developed workflows through simple, easy to implement user interfaces so that the users do not have to learn the complexities of the workflow engine interface. Most of the workflows developed in TAVERNA during the HELIO project are the result of a successful cooperation among Heliophysicists and Computer Scientists. Accessing and executing them without the help of Computer Scientists can be difficult as it forces the scientist to learn how to use the Taverna desktop tool or to develop specific interfaces.

2. The possibility of using the developed workflows as compound services and to combine them together in workflows of greater complexity (meta-workflows)

To address these points, the planned usage of the SHIWA platform will involve the following user profiles: 

1. Computer Scientists and Heliophysicists with a special interest in workflow technology that are willing to learn the use of the SHIWA platform

2. Heliophysicists that will execute the workflows through user interfaces.(scenario 4)
3. The simulation platform is used mainly for testing purposes of the ported workflows. Heliophysicists that are not exclusively tied to the TAVERNA technology may use the Shiwa repository and simulation platform to look for workflows and meta-workflows of their interest.
4. Workflows that will prove to be most useful to the community will be executed through dedicated GUIs hosted as portlets in HELIOGate.
9.12 Description of Experience

The first impression of the SHIWA platform is influenced by the two different interfaces that a user should access for the porting and testing of the workflows. Although this separation is reasonable when seen as separate interfaces for workflow users and developers, it can be difficult to be acquainted with, especially when it comes to dealing with two different sets of login and passwords. Regarding login and passwords, at a first impression, it also strikes that a grid certificate is required to operate the system. Such authentication system, while largely diffused in the DCI environment and in some scientific communities, is not always used in the Heliophysics community.

The porting process in the SHIWA Repository from myExperiment (where the HELIO workflows are stored) is straightforward as it requires only to enter the myExperiment ID of the workflow. On the other hand, the procedure of parameter setting can be a bit cumbersome as some of the parameter entry pages are very rich in information and need a bit of time to get used to. 
The need to create a wrapping workflow for the execution of single imported workflows looks redundant. Although the reason for it is sound from a workflow interoperability technical perspective, it feels redundant when a user only wants to execute a single imported workflow rather than composing different workflows into a meta-workflow. It would be simpler conceptually to just execute it, or automatically wrap it, as most of the information needed is already present in the original workflow.
Users that may be interested in the execution of a single TAVERNA workflow from SSP may be interested in the functionality (e.g. they have found the workflows in myExperiment or in the SHIWA Repository) but they may not be acquainted with the TAVERNA workbench that is needed to execute the workflows stored in myExperiment. 
The execution process in the simulation platform poses certain difficulties to the users that are not acquainted with the system. 

· Although it has solid theoretical background, the overall concept of abstract and concrete workflows is not intuitive and takes some time to get acquainted to.

· The need of entering again some parameters of the workflow after they have been entered is understandable when the process of porting and executing is done by two different actors, but it looks redundant when it is performed by the same user.

· The SHIWA workflow assumes that all information provided to and produced by a workflow has to be expressed in files. Users that had previous experiences with Workflow systems that allow input and output of data by directly passing parameters find this approach cumbersome.

· The fact that there is no information on the progress of the execution of the imported workflows can be problematic when the imported workflows run for a very long time.

· The lack of debugging information of the execution of the workflows forces the users to use the original workflow execution environment for debugging purposes.

9.13 Enhancing the Platform

The most important things to be tackled for efficient usage of the SHIWA simulation platform from the Heliophysics point of view can be resumed as:

1. Integrating, if possible, the authentication systems of the SHIWA Repository and the SHIWA  Portal.

2. Use, if possible, all the information available in the TAVERNA bundle to minimize the process of entering parameter related information

3. Reduce or eliminate, if possible, the need of entering redundant information of the workflows in the repository and simulation platform

10 Life Sciences
Life sciences (LS) comprise the fields of science that involve the scientific study of living organisms, such as microorganisms, plants, animals, and human beings. The Life Sciences community is represented by the Academic Medical Center of the University of Amsterdam. This community focuses on biomedical research, which is a subfield of life sciences with the aim of better understanding the mechanisms of disease, how they manifest themselves in detectable ways, and how they can be influenced to treat the patient. The final goal of biomedical research is to improve healthcare with better diagnostics, prognosis, and treatment by means of interventions with drugs, therapy of various types (e.g. radiotherapy), surgery, or changes in life style. Moreover, better understanding of disease can help disease prevention and general improvement of health and well being in society.

In particular the e-science group participates in ER-Flow, and communicates with a large variety of biomedical researchers at the AMC, including the following research domains: neuroscience, next generation sequencing, mass-spectrometry and biochemistry (protein docking). These researchers cover a large spectrum of expertise’s and profiles, including
· Researchers or domain scientists that are owners of large datasets, and who are interested in performing analysis using e-infrastructures, for example neuroscientists, geneticists or biochemists. These users typically run workflows prepared by others from a simple to use GUI.

· Developers of new data analysis methods (e.g., medical imaging or bioinformatics). These are interested in workflow management systems that are robust and easy to use when porting and running their own methods/workflows on e-infrastructures.

· e-Science researchers, who port applications to the e-infrastructures in collaboration with developers, as well as develop and maintain science gateways for the biomedical researchers of the previous types. 

For the purposes in ER-Flow, the developers and e-science researchers form one group.

As explained above, currently the LS community represented in the ER-Flow only covers a small part of the large domain of Life Sciences. It also only has contact to a tiny fraction of the life scientists, which are distributed in many sub-domains and organizations, and who typically do not see themselves as part of one single community. 
The AMC is however in contact with the Dutch Bioinformatics Center (NBIC), which coordinates national efforts in bioinformatics, and with the European Life Science Grid Community, which gathers representatives of large virtual organizations related to EGI.
In the first project year the user base was concentrated at the AMC for defining the use cases and the applications to port to SHIWA. The first project year is also focused on the development of new workflows, on porting them to the SHIWA platform, and connecting the AMC science gateway under development at the SCI-BUS project  (https://gateway.ebioscience.amc.nl).

Given the variety of scientific domain of the biomedical problems addressed at the AMC, large scope of applications is considered for porting to the platform (see Table 7)
	Application Name
	Domain
	Short description

	Vina Autodock
	Computational Chemistry
	Performs molecular docking; i.e., finds the preferred orientation of one molecule in respect to another considering a large set of binding affinities.

	Double cross validation
	Mass spectrometry
	The workflow performs permutations of tests to estimate model parameters using the “double cross validation” approach. The model to be estimated can be replaced in the workflow.

	SNP Annotation
	Next generation sequencing
	Adds annotation to variant lists of “single nucleotide polymorphisms (SNP), e.g. gene name, prediction of damage, conservation, known variants

	SNP Calling
	Next generation sequencing
	“Calls”, i.e., finds bases in the NGS data, variants from (human) genome re-sequencing data with the programs 'samtools' and 'varscan'.

	Sequence Alignment
	Next generation sequencing
	Aligns short DNA sequence fragments to a given  reference sequence database.

	Indel Calling
	Next generation sequencing
	 Determine insertions, deletions, inversions, and other larger variants in a DNA sequencing experiment.

	Sequence Assembly of small genomes
	Next generation sequencing
	Reconstruct genomes by building contigs (contiguous sequence fragments) from raw DNA sequence fragments

	Simulation of low coverage sequencing
	Next generation sequencing
	Randomly samples alignments from a sequence alignment file. It is used to simulate low coverage sequence experiments.

	Exome sequencing
	Next generation sequencing 
	Implements a complete data analysis pipeline to determine variants in DNA exome sequencing experiments.

	Freesurfer
	Neuroimaging
	Segmentation of brain regions from structural Magnetic Resonance Imaging (MRI) scans

	DTI preprocessing
	Neuroimaging
	Processing of Diffusion Tensor Imaging (DTI) scans of the brain for the purpose of correction, formatting and preparation for further analysis. Needed for BedpostX.

	BedpostX
	Neuroimaging
	Tracking of white matter bundles in the brain from Diffusion Tensor Imaging (DTI) scans


Table 7. Overview of Life Sciences applications to be ported to the SHIWA platform 
10.14 SHIWA Platform Usage
The AMC team has participated in the SHIWA project and, together with CNRS (Lyon, FR), and Charité (Berlin, DE), has explored various usage scenarios for the SHIWA platform. Some of the results regarding the usage of the platform for collaboration in a neuroscience application are presented in the paper 

Vladimir Korkhov, Dagmar Krefting, Tamas Kukla, Gabor Z. Terstyanszky, Matthan W. A. Caan, Silvia D. Olabarriaga: Exploring Workflow Interoperability for Neuroimage Analysis on the SHIWA Platform. Journal of Grid Computing, June 2013  (doi 10.1007/s10723-013-9262-7)
In ER-Flow the AMC continues to elaborate on the exploration of the SHIWA platform for the following goals:

· Goal 1. Migrate science gateway workflows from MOTEUR to WS-PGRADE system.
· Goal 2. Store workflows with metadata in a repository
· Goal 3. Share workflows with external parties
· Goal 4. Disseminate workflow management technology for distributed computing in university courses.
These goals, the usage scenario, and the requirements on the SHIWA platform are described below.
10.14.1 Goal 1. Migrate science gateway workflows to WS-PGRADE
The AMC adopts the MOTEUR system since 2008 as basis for porting and executing grid computing applications. MOTEUR is also in the core of the AMC e-bioinfra gateway, which uses a custom framework. In 2011 the AMC joined the SCI-BUS project and started to build a new science gateway based on the WS-PGRADE and Liferay platforms. This requires building internal expertise for migration of MOTEUR workflows into WS-PGRADE. An alternative would be to use the CGI concept to run MOTEUR workflows from within the AMC gateway using the SSP. However, this option would imply much overhead in the execution, and increase the dependencies from external services without our control. We concluded that this would not be desirable condition in the short term, and decided to convert the workflows to WS-PGRADE. We realized that we could probably reuse much existing WS-PGRADE knowledge and workflows available on the SHIWA Repository. 
Our strategy follows usage SHIWA scenario 1, and includes these steps:
1. Search for existing WS-PGRADE in the SHIWA Repository. Target workflows would either implement already the applications we need for the new gateway, or at least serve as inspiration to learn how to develop our own.
2. Experiment with these workflows by executing them from the SHIWA Portal to identify how useful they can actually be in our case.
3. Import the useful/similar workflows into the AMC community tailored portal.
4. Further develop/adapt workflow for local needs and resources.
5. Publish the new workflow in the SHIWA Repository.
10.14.2 Goal 2. Store workflows with metadata in a repository
At the AMC workflow management is used as the only technology to submit computations to the Dutch grid infrastructure. This is used both by the various versions of gateways available, as well as for individual researchers. No researcher submits “jobs”; instead, they have been educated to wrap their computation into a workflow component and run it from a workflow management system. This means that many people develop many workflows at the AMC. This has been extensively done with MOTEUR, and now the same is happening with WS-PGRADE. After a few years of activity, the number of workflows and workflow components is very large. A recent count indicated around 400 MOTEUR workflows and another 50 WS-PGRADE workflows (after only 6 months). Some of them are useful, but many are tests or have lost their value due to some improvement or because the application code has become obsolete or the DCI has been discontinued. Moreover, these are obviously not completely different from each other; they may represent variations of the same application, for example different pre- or post-processing steps, new versions of the method, or different input and output data formats.  It is nearly impossible to keep track of these workflows in the long term without proper metadata. The SHIWA Repository offers the type of resource we need for this management. Although not all workflows generated during internal development would be published, a large part of the workflows could.
Our strategy follows SHIWA usage scenario 2 and includes the following steps:
1. Workflows are developed on the AMC community customised portal using the native systems
2. Workflows are uploaded to the SHIWA repo with metadata, documentation and test data
3. These workflows are executed from our portal by developers directly (using the native interface of WS-PGRADE) or by researchers (using the customized gateways)
Note that in this case the SSP would not be used; the AMC SCI-BUS gateway is used as execution environment.
10.14.3 Goal 3. Share workflows with external parties
Considering that the workflows are properly documented and available in an open repository such as the SHIWA Repository (goal 2), it is possible to refer to these workflows and share them with others. We foresee two types of situations where the workflows in the SHIWA repository could be referred: 
1. many scientific papers are based on results generated with the execution of workflows, which encapsulate the knowledge about the HPC or HTC part of the biomedical data analysis. A concrete example would be to publish a link to the workflow in the “Methods” section of biomedical papers.
2. to transport/communicate some data analysis procedure between parties that operate different execution environments, for example other SCI-BUS life science community portals. 
The strategy we envisioned follows SHIWA usage scenario 3 and includes the following steps:
1. workflows are developed in their native systems
2. workflows are uploaded to the SHIWA Repository with metadata, documentation and test data
3. the direct link (url) is used to refer to these workflows externally
4. a user clicks on the link and is taken directly to the page about that workflow in the SHIWA Repository. 
5. further actions by the user depend on the interest (could be run from SHIWA SSP or import into own Portal).

10.14.4 Goal 4. Disseminate workflow management technology for distributed computing in university courses
At the AMC, and to a smaller scale also at the Dutch NGI, there is interest in disseminating workflow management systems as technology to port applications to DCIs. Although after many years of experience we are aware of the limitations of this approach, we believe that such systems facilitate the first experience with DCIs and as such have the potential to help the first steps towards scaling new applications. We are investing heavily in courses where the workflow management concept is explained and the practical exercises are carried out on our WS-PGRADE portal. The target group covers the profile of potential “workflow developers”, or in this case researchers with basic scripting skills and who are putting together new data analysis pipelines by combining existing or new tools. 

In 2013 the AMC has offered two such courses (see reports about dissemination events). The on-line materials, including examples, were available on our local portal. These courses attracted the attention of the Dutch NGI, and now the goal is to extend them to a larger group. Various portals will be used for these courses, so it is important to share the course materials among these systems. In particular we plan to develop a set of sample workflows, and to use the SHIWA Repository to host them along time. We also want to disseminate the concept of workflow sharing with explicit exercises where the students will exchange workflows via the SHIWA platform.

We see this as a special case of goals 2 and 3 because here the workflows do not belong to any "scientific domain". The a new workflow "group" will be created for each course, the students will play with it, but the workflows will be wiped out from the SHIWA repository after the course is completed. A set of stable workflows used as examples could have a longer longevity and also be shared with other training events.
The strategy we envisioned includes the following steps:
1. develop example workflows on WS-PGRADE
2. create a group for the course and register users and tutors to it.
3. publish example workflows under this group in the SHIWA Repository. Some workflows will be duplicates from other workflows already in SHIWA Repository (create a "working version" for the course)
4. refer to the workflows from course materials
5. the students will study and import these workflows into the portal used in the course to carry our assignments
6. the students will also create new workflows, export to the SHIWA Repository, and share with the colleagues.
7. after the course, the group and all workflows is deleted.
Requirements
· documentation, metadata, sample data

· create duplicate of a workflow in the repository
· facilities for agile creation and destruction of groups of workflows
· facilities for controlling access to workflows (read/edit/execute/)
· direct URL to workflows
· SHIWA Repository should be able to handle a large number of simultaneous requests (students will do the assignments synchronously)
	·  
	Requirement
	goal 1: 
migration 
	goal 2: 
internal repository
	goal3: 
workflow sharing
	goal 4: 
teaching

	1
	Facilities for search and browsing workflows in the repository.
	x
	x
	x
	 

	2
	Facilities for workflow documentation and metadata (human readable)
	x
	x
	x
	x

	3
	Facilities to store sample input and output data together with workflow
	x
	x
	x
	x

	4
	Execution environment for workflows in the Repository with straightforward access to the corresponding DCI (including credential, e.g. robot certificate)
	x
	 
	x
	 

	5
	Import/export workflows from native system (WS-PGrade)
	 
	x
	 
	 

	6
	Import/export workflows from native system (MOTEUR)
	x
	 
	 
	 

	7
	Facilities for controlling access to workflows (read/edit/execute/)
	 
	 
	x
	x

	8
	Facilities for long-term lifecycle management, including versioning, ownership changes (contact persons change), archival and removal (workflows that for some reason need to be removed from the repo).
	 
	x
	x
	 

	9
	Direct link to a workflows in the repository
	 
	x
	x
	x

	10
	Facilities for agile creation and destruction of groups of workflows
	 
	 
	 
	x

	11
	SHIWA repository should be able to handle a large number of simultaneous requests (students will do the assignments synchronously)
	 
	 
	 
	x


Table 8. Overview of requirements of LS community concerning the usage goals. Refer also to description of generic usage scenarios in Section 7
In this case the value of the SHIWA platform would be twofold:
· capability of representing metadata, documentation and test data about educational workflows

· platform for temporary workflow publication and sharing

A summary of requirements for the various goals is presented in Table 8. Refer also to description of generic usage scenarios in Section 7.
10.15 Description of Experience

As explained in above, the AMC considers usage of SHIWA services to complement and extend the services provided by local science gateway in order to facilitate documentation, publication, sharing and reuse of workflows. In the first project year we have aimed mostly at goals 1 and 2. The courses mentioned in goal 4 are under preparation. Goal 3 will be pursued only after the other goals have been achieved, because it requires additional communication with external parties. 

The usage experience described here mainly relates to the two main components of the SHIWA platform: SHIWA Workflow Repository and SHIWA Portal. It summarizes the experiences of four workflow developers with a varied level of expertise in WS-PGRADE and the SHIWA platform. Note that the platform has been through many upgrades that improved the experience significantly in comparison with the previous experiments reported by Korkhov et al. in the JGC paper. For this reason, the platform has been unstable and not reachable for the new experiments for a long period. Most of the experiences reported here refer to recent use of the most recent releases v3.2 of the SHIWA Portal and v3.1 of the SHIWA Repository.
Important note: the use cases considered in the first project year mainly exploit the SHIWA Portal and Repository for WS-PGRADE workflows. As such, they do not fully exploit the SHIWA platform CGI solution, and do not consider additional requirements for workflow interoperability and meta-workflow support. No experiences regarding meta-workflows are reported in this deliverable.
SHIWA Workflow Repository
We use SHIWA Workflow Repository to publish workflows with related metadata from our development environment and to import other published workflows. Our workflow development is based on two workflow engines, MOTEUR and WS-PGRADE, so the workflows of these two kinds are provided for publication. Published workflows can be configured to either run on native resources (in our case VLEMED VO) or on the SHIWA VO DCI. We also have WS-PGRADE workflows that run on local resources.
An important feature for sharing and reuse workflows would be simple addressing of workflow entry in the SHIWA Repository (i.e. by unique URL), however in the current production version this is not available yet. We look forward to the announced update of the Repository, where this feature will be available. 
The workflows published in the repository can be imported to both the local science gateway and the SHIWA Portal. It must be noted that due to slightly different configuration of the portals the workflows might be not immediately executable after import, but need additional tuning. For example, the SHIWA Portal does not support “local” execution of a job, whereas the AMC portal supports that. This points out the difficulties and challenges for workflow portability even within the same workflow management system because a large part of the configuration of the execution environment is not explicitly informed by neither the systems nor the workflow descriptions. 
Support of direct export and import from the execution environment is a large improvement compared to earlier version of SHIWA platform. However, the configuration of import is still limited: we observe that it is only possible to import public workflows because no authentication with the SHIWA repository is required.
SHIWA Portal
Considering the goals above, we intend to use SHIWA Portal for the following tasks:
1. Run WS-PGRADE workflows imported from the SHIWA Repository on VLEMED VO resources (native execution)

2. Run WS-PGRADE workflows imported from SHIWA Repository on SHIWA VO resources (ported execution, aimed at facilitating others to run the workflows for testing purposes)

3. Run MOTEUR workflows imported from SHIWA Repository on VLEMED VO resources (CGI, using AMC MOTEUR service)

4. Run MOTEUR workflows imported from SHIWA Repository on SHIWA VO (CGI, using SHIWA (CNRS) MOTEUR service)

5. Create and run meta-workflows on VLEMED and SHIWA VO
Additionally, we intend to use AMC science gateway for the following tasks:
6. Run WS-PGRADE workflows imported from SHIWA Repository on VLEMED VO with robot certificate or own certificate 

7. Create (or import from SHIWA Repository) and run meta-workflows on AMC gateway using SHIWA Submission (or GEMLCA) Service. This requires providing access to GEMLCA and installing the special version of tomcat.

At the moment we consider only the first four execution tasks on the SHIWA Portal. Usage of meta-workflows will be considered later. More details and earlier experience of using SHIWA platform with meta-workflows can be found in Korkhov et al.
During the current study we have performed a series of experiments for the tasks 1-4, and experimented with task 6. Our experience shows that the WS-PGRADE workflows might be not immediately executable after import, but need additional tuning due to configuration details of specific portals. In particular, SHIWA Portal does not support local type of execution, which makes some imported workflows not executable without changing properties of workflow components. So far we have not experimented with the import/export function for MOTEUR workflows.
General remarks
Table 9 summarizes the experiences. In our experience the platform has significantly improved since the last release at the SHIWA project, as the result of efforts in ER-Flow WP3. The platform, however, is still young and does not provide stable services yet. We look forward to further improvements and new releases to continue the exploration and exploitation of the SHIWA technology in the second project year.

	 
	Requirement
	Experience
(July 2013)
	Comment

	1
	search and browse
	Functionality is available and greatly improved with new developments in WP3
	Curation of the Repository contents is necessary. This is probably a process that needs to be regularly repeated in the future.

	2
	documentation
	Functionality is available.
	The quality of documentation varies a lot. This is responsibility of the workflow publisher.

	3
	sample data
	Functionality is available.
	 

	4
	execution environment
	It is not completely clear yet which execution DCIs and workflows can be supported by the SHIWA Portal or not.
	The platform has been too recently released, and major modifications are still taking place. It is probably too soon to evaluate the execution platform.

	5
	import/export (WS-PGRADE)
	Functionality is available, but not fully operational yet.
	Some reported bugs need to be fixed.
Sorting workflows would improve search efficiency.

	6
	Import/export  (MOTEUR)
	Not tested yet
	 -

	7
	Access control
	These functionalities are available for a long time already and correctly support the use cases
	It would be important to also be able to see who and when the workflows were exported from the repo or executed from the SHIWA SSP.

	8
	Lifecycle management
	Limited functionality
	Can delete workflows, but not transfer ownership of workflows or make changes after validations. Some operations only possible for Repository administrator.

	9
	Workflow URL
	not available in the tested version
	Announced for next Repository release

	10
	Agile groups
	Groups can be created and deleted.
	It is unclear what happens to the workflows when a group is deleted.

	11
	high user capacity
	Not tested yet (only in tutorials, small number of students)
	 -


Table 9. Overview of experiences of the Life Science community and possible enhancements.
10.16 Enhancing the Platform

Large communication takes place between the developers and the representatives of biomedical users of the SHIWA platform (so far all of them are workflow developers). The introduction of a new technology to implement the SHIWA User Forum
 has significantly improved this communication. Therefore, the major requests regarding use cases and goals of the Biomedical research community at the AMC have been communicated to WP3 using these other structured mechanisms, which were used to compile the lists of requirements in the deliverables D3.1 and D3.2. Besides bugs, which are under investigation and should be solved in next platform releases, the improvement requests range from minor modifications in the user interface to more fundamental issues that probably will not be solved in the scope of ER-flow. In this deliverable we summarize the most important ones, considering the requirements for the specific goals explained above. 
Table 9 contains an overview of comments regarding enhancements in the scope of each requirement. The table shows that the large majority of necessary functionalities are essentially available, and small adjustments might address the remaining requirements completely. 
From the biomedical community perspective, perhaps the most important enhancements are the consolidation of the features and the improvement of service availability, such that the users can use the services in a more reliable manner. This possibly requires stabilization of the various new features introduced in the large number of systems that compose the SHIWA platform, which we realize to be very challenging.
Also the new developments on the GEMLCA Service are promising, since this service is experienced as an important single point of failure for the execution of meta-workflows.
Concerning more long-term enhancements, more sophisticated facilities for the management of workflow lifecycle and access control to workflows are needed. These will be very important to establish the SHIWA Repository as a valuable asset for the communities interested in (re)using workflows to perform large computations on DCIs. For example, we already see that some of the workflows in the SHIWA Repository no longer work, due to discontinuation of the DCI resources or the workflow engine. Also, one user wanted to “unpublish” a workflow due to changes in licensing for one of the components. However today it is not straightforward to delete a workflow from the repository. Additionally, it would be useful (for the WF author) to know who downloaded or executed a workflow, and when. These and other features would be very important for workflow sharing along long periods of time.
Finally, a solution for data interoperability at the workflow management for distributed computing is an absolute MUST for the adequate exploitation of the CGI concept in practice. We look forward to results of the studies being carried out in ER-Flow and the actions in future projects to address this important aspect properly.
11 Conclusions
From the experiences, feedback and suggestions for further improvement reported in this document, we conclude the following.
Firstly, the SHIWA platform has evolved and improved enormously since the last months of the SHIWA project. This was possible because of feedback provided by users that explored the platform for various usage scenarios, but most importantly due to a technology provider team committed to support and improve the platform.

Secondly, the SHIWA platform is a complex system that is difficult to develop, test and maintain. This is natural, giving the number of different services that are necessary under the hood to implement the vision of workflow interoperability according to CGI. Many problems are detected by combinations of situations that are difficult to test and sometimes even to reproduce. The availability of the SHIWA platform will remain a challenging topic for further improvement.
The SHIWA platform offers services with a large variety of functions that can be exploited in different ways. The usage scenarios in Section 7 illustrate this. When the project was started, the idea of using the customized gateways to interface with the scientists, instead of directly using the SHIWA Portal, was not very welcomed because it deviated from the original usage scenarios considered during the SHIWA project and the ER-Flow project proposal. Today we see that this new approach opened up many other interesting possibilities, for example, for the construction of federations of gateways as proposed by the Astrophysics community. Many other unforeseen usage scenarios will certainly come about in the second year, when the platform will be more mature and easier to use.

� http://www.shiwa-workflow.eu/project


� � HYPERLINK "https://documents.egi.eu/document/1751" ��https://documents.egi.eu/document/1751�


� https://documents.egi.eu/document/1859


� www.sci-bus.eu


� http://www.helio-vo.eu/


� This workflow is still being debugged 


� https://groups.google.com/d/forum/shiwa-user-forum
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