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Staged Rollout Report

The Early Adopter team should fill the “grey” areas

	NGI
	NGI_GRNET

	Site Name
	HG-06-EKT

	EA team names
	Kyriakos G. Ginis

	EA team contacts
	kyrginis@softlab.ece.ntua.gr

	Product
	dCache 2.6.5
	OS
	SL
	Version
	5.7
	RT ticket ID
	


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).

Copy/paste any results from your commands where you see fit.

	Metric
	<OK|WARN|FAIL

|NA|NVer>
	WEB URLs, Command used, other comments

(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other

Documentation
	OK
	Upgrade guide from 2.2.x to 2.6.x: 
http://www.dcache.org/manuals/upgrade/upgrade-2.2-to-2.6.html

	Installation or upgrading (specify which)
	
	Upgrade from 2.2.4 to 2.6.4 and from 2.6.4 to 2.6.5, OS SL5.7.

	(RE-)configuration (if using yaim, specify command used)
	NA
	Not using yaim, custom configuration.

	Functionality (including start stop of deamons, and which)
	
	Stop dcache :
dcache stop

Install  Java  7 (required):
wget http://download.oracle.com/otn-pub/java/jdk/7u25-b15/jdk-7u25-linux-x64.rpm

yum localinstall jdk-7u25-linux-x64.rpm

It is also recommended to upgrade to PostgreSQL 9.2 prior to the dCache upgrade to speed up the database schema update. 

Please take note: PNFS is no longer supported in dCache 2.6, only Chimera is supported. We were already using Chimera, so no migration was necessary.

dCache RPM upgrade:

wget http://www.dcache.org/downloads/1.9/repo/2.6/dcache-2.6.4-1.noarch.rpm

yum localupdate dcache-2.6.4-1.noarch.rpm
Start dcache:
dcache start

Because our pool uses BerkeleyDB, after first start it failed with a com.sleepycat.je.EnvironmentFailureException error. Following the instructions in the upgrade guide we executed the script: 

/usr/sbin/dcache-pool-meta-preupgrade

and restarted dCache.

Upgrade from 2.6.4 to 2.6.5 was straightforward, simply stopped dcache, upgraded the dCache rpm and restarted dcache:
dcache stop

yum localupdate dcache-2.6.5-1.noarch.rpm

dcache start

	SAM/Nagios/Gstat or any other monitoring framework

(specify the name of the machine)
	OK
	Nagios/SAM and Gstat are OK. 
https://nagios.hellasgrid.gr/nagios/cgi-bin/status.cgi?host=se01.athena.hellasgrid.gr

	Interaction integration with other components (specify which)
	NA
	

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK
	No issuew were reported. The storage element supports the following VOs: alice, atlas, biomed, cms, compchem, drihm.eu, dteam, env.see-grid-sci.eu, esr,meteo-see-grid-sci.eu, nwchem.vo.hellasgrid.gr, ops, see, seismo.see-grid-sci.eu, vo.complex-systems.eu. 

	GGUS tickets opened: please insert the URLs of the tickets
	
	-

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	NA
	-

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	NA
	See the comments in the functionality metric.




[image: image1.jpg][image: image2.jpg][image: image3.png]