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Staged Rollout Report
The Early Adopter team should fill the “grey” areas

	NGI
	NGI_AEGIS

	Site Name
	AEGIS01-IPB-SCL

	EA team names
	Dusan Vudragovic, Antun Balaz and Vladimir Slavnic

	EA team contacts
	grid-admin@ipb.ac.rs

	Product
	EMI.cream-ce.sl6.x86_64
	Version
	1.16.2
	RT ticket ID
	6186


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).

Copy/paste any results from your commands where you see fit.

	Metric
	<OK|WARN|FAIL

|NA|NVer>
	WEB URLs, Command used, other comments

(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other

documentation
	OK
	

	Installation or upgrading (specify which)
	OK
	The service is upgraded (by using yum update) from the previous EMI CREAM version (1.16.1) that was installed from the scratch on Scientific Linux 6.4. 

	(RE-)configuration (if using yaim, specify command used)
	OK
	Configuration was done using the following command:
/opt/glite/yaim/bin/yaim -c -s ./site-info.def -n creamCE -n TORQUE_utils

	Functionality (including start stop of deamons, and which)
	OK
	Functionality was tested using both the monitoring infrastructure and by performing manual tests (e.g. restart of deamons using the following command: # /etc/init.d/gLite restart).

	SAM/Nagios/Gstat or any other monitoring framework

(specify the name of the machine)
	OK
	SAM monitoring was done using NGI_AEGIS SAM instance (nagios.ipb.ac.rs).

	Interaction integration with other components (specify which)
	WARN
	Working with external Torque server version 2.5.7.
It seems that there is an issue with the low level infoprovider that fails to parse data from a remote Torque server when local (non-grid users) are not defined on CREAM CE host (https://ggus.eu/ws/ticket_info.php?ticket=98748). As a consequence of this, wrong numbers for total, running and waiting jobs are published (444444 problem).

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK 
	VOs using the service: 
aegis atlas cms see seegrid sgdemo ops meteo.see-grid-sci.eu seismo.see-grid-sci.eu env.see-grid-sci.eu desktopgrid.vo.edges-grid.eu dteam vo.aginfra.eu cmpc.aegis.rs vo.semagrow.eu drihm.eu

	GGUS tickets opened: please insert the URLs of the tickets
	
	

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	OK
	

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	OK
	



[image: image1.jpg][image: image2.jpg][image: image3.png]