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Introduction

This agreement is made between EGI.eu (the Provider) and National Grid Initiative (the Customer) to cover the provision and support of the service as described hereafter. The relevant contacts and representatives may be found in section 8.1.
This SLA is valid from 1 May 2014 to 30 April 2015. 

The SLA is a document discussed and approved between the customer, and the partner or consortium of partners (provider) selected for delivery of the service.

Amendments, comments and suggestions must be addressed to the provided Customer contact (see section 8.1).
1 Scope and description of the services
This SLA applies to the following service:
Federated Operations consist of operational tools, processes and people necessary to guarantee standard operation of heterogeneous infrastructures from multiple independent providers, with a lightweight central coordination. This includes services required to federate service provision for access by multiple research communities. A federated environment is the key to uniform service and enables cost-efficient operations, while allowing resource centres to retain responsibility of local operations.
2 Service hours and exceptions
The service operates during the following hours:

Twenty four hours a day, seven days a week, 365 days a year. 
The following exceptions apply:

· Planned maintenance windows or interruptions.

To be communicated in a timely manner i.e. 24 hours before, to the Customer through the Broadcast Tool [BT]. Typical duration is up to 24 hours otherwise needs to be justified.
· Human services are provided during support hours, see Section 5.

3 Services components and dependencies
This service includes the following components:

· 1st & 2nd level support 

· Acceptance criteria 

· Accounting and Metrics Portal 

· Accounting Repository 

· Catch-all services 

· Collaboration tools/IT support 

· Incident management helpdesk (GGUS) 

· Message Broker Network 
· Monitoring Central Services 
· Operations Portal 

· Operations Support 

· SAM central services 

· Service registry (GOCDB) 

· Security coordination 

· Software Provisioning Infrastructure 

· Security monitoring and related support tools 

· Staged Rollout 

More details about components are provided in Appendix 1.
4 Support
The services covered by the scope of this SLA are provided with the following level of support.
Support is provided via the GGUS portal [GGUS], which is the single point of contact for infrastructure users to access the EGI Service Desk. The EGI Service Desk within GGUS is organized in Support Units. Every Support Unit is responsible for one or more services. The number and definition of the EGI Support Units in GGUS is not regulated by this SLA and can change at any time to fulfil the EGI Incident and Problem Management requirements.
Additionally support is provided via: operations@egi.eu 
Technical support for each of the components is available during support hours, see Appendix 1.

General Service communication support is available between:

· Monday and Friday
· 9:00 and 17:00 CET/CEST time
This excludes public holidays of the hosting organization. 
4.1 Incident handling

Disruptions to the agreed service functionality or quality will be handled according to an appropriate Quality of Support level based on the impact and urgency of the incident. In this context, the following guidelines apply:
· Three GGUS Quality of Support (QoS) levels have been defined: base, medium and advanced.
· For components provided by suppliers for EGI.eu response time might be plus 1 day for assignment to proper Support Unit. 

· The following QoS levels apply to the components:

	Component
	Quality of Support level

	1st and 2nd Level Support
	1st Level Support: Response time in 1 working hour
2nd Level Support: Advanced

	Acceptance criteria 
	Base

	Accounting and Metric Portal 
	Accounting Portal: Medium 
Metrics Portal: Best effort  

	Accounting Repository 
	Medium

	Catch-all services 
	Medium

	Collaboration tools/IT support 
	Medium

	Incident management helpdesk (GGUS) 
	Medium

	Message Broker Network 
	Medium

	Monitoring Central services 
	Medium

	Operations Portal 
	Medium

	Operations Support 
	Medium

	SAM central services 
	Medium

	Service registry (GOCDB) 
	Medium

	Security coordination 
	Medium

	Software Provisioning Infrastructure 
	Medium

	Security monitoring and related support tools 
	Medium

	Staged Rollout 
	Base


The Quality of Support levels are defined as follow:

· Base level defines a response time of 5 working days regardless of the GGUS ticket priority.
· Medium level:

	Ticket Priority
	Response time

	Less urgent
	5 working days

	Urgent
	5 working days

	Very Urgent,
	1 working day

	Top Priority
	1 working day


· Advanced level:

	Ticket Priority
	Response time

	Less urgent
	5 working days

	Urgent
	1 working day

	Very Urgent,
	1 working day

	Top Priority
	4 working hours


Response time is provided as service level target (see section 6).

4.2 Fulfilment of service requests

In addition to resolving incidents, standard service requests (e.g. change or information request, documentation) will be fulfilled through the defined support channels in section 5. Response and fulfilment times are provided as service level targets (see section 6).
5 Service level targets

All targets are per month if not stated otherwise. 

The following are the agreed service level targets for Federated Operations:
	Component
	Service level parameter
	Target



	Overall service 

(unless identified separately below)
	Availability
	Minimum 97% 

	
	Reliability
	Minimum 98%

	1st and 2nd Level Support
	1st Level Support: Maximum time to assign a ticket to a support unit within support hours
	1 working hour 

	
	1st Level Support: Maximum response time to tickets that are internally handled by 1st level support
	1 working hour

	
	2nd Level Support: QoS level
	Advanced 

	Acceptance criteria
	Incremental definition 
	New document version is produced every year, following two public drafts. 

	
	Verification of acceptance criteria 
	The verification activities must support the UMD releases. The estimated number of products to verify in one year is 200 PPA.

	
	QoS level
	Base

	Accounting and Metric Portal
	Accounting Portal availability
	Minimum 96%

	
	Accounting Portal reliability
	Minimum 96%

	
	Accounting Portal: QoS level
	Medium

	
	Metric Portal: QoS level
	Best effort  

	Accounting Repository 
	Availability
	Minimum 96%

	
	Reliability
	Minimum 96%

	
	QoS level
	Medium

	Catch-all services 
	QoS level
	Medium

	Collaboration tools/IT support
	DNS: Availability
	Minimum 96%

	
	Other: Availability
	Minimum 87%

	
	Reliability 
	Minimum 96%

	
	QoS level
	Medium

	Incident management helpdesk (GGUS)
	Availability
	Minimum 96%

	
	Reliability
	Minimum 96%

	
	QoS level
	Medium

	Message Broker Network 
	Availability
	Minimum 92%

	
	Reliability
	Minimum 92%

	
	QoS level
	Medium

	Monitoring Central services
	Availability
	Minimum 96%

	
	Reliability
	Minimum 96%

	
	QoS level
	Medium

	Operations Portal 
	Availability
	Minimum 96%

	
	Reliability
	Minimum 96%

	
	QoS level
	Medium

	Operations Support 
	QoS level
	Medium

	SAM central services 
	Availability
	Minimum 96%

	
	Reliability
	Minimum 96%

	
	QoS level
	Medium

	Service registry (GOCDB)
	Availability
	Minimum 96%

	
	Reliability
	Minimum 96%

	
	QoS level
	Medium

	Security coordination 
	QoS level
	Medium

	Software Provisioning Infrastructure 
	UMD repositories, web front-end,  the community repository: Availability
	Minimum 87%

	
	Other: Availability
	Minimum 72%

	
	Reliability
	Minimum 87%

	
	QoS level
	Medium

	Security monitoring and related support tools
	Availability
	Minimum 96%

	
	Reliability
	Minimum 96%

	
	QoS level
	Medium

	Staged Rollout 
	QoS level
	Base


6 Limitations & constraints

The provisioning of the service under the agreed service level targets is subject to the following limitations and constraints:

· Support is provided in following language: English

· Downtimes caused due to upgrades for fixing critical security issues are not considered SLA violations.
· Force Majeure. A party shall not be liable for any failure of or delay in the performance of this Agreement for the period that such failure or delay is due to causes beyond its reasonable control, including but not limited to acts of God, war, strikes or labor disputes, embargoes, government orders or any other force majeure event
7 Communication, reporting & escalation

7.1 General communication

The following contacts will be generally used for communications related to the service in the scope of this SLA. These should be both registered in GOC DB [GDB].
	Customer contact for the Provider*
	Operations Management Board
noc-managers@mailman.egi.eu 

	Provider contact for the Customer
	Peter Solagna 

peter.solagna@egi.eu 

EGI.eu NGI Operations Manager [EGDB]

	Contact for service users
	According to defined support channels


*Customer contacts of each NGI are listed also in GOC DB [GDB] with NGI Operations Manager role in respective Operations Centre(s) entry
7.2 Regular reporting

As part of the fulfilment of this SLA and provisioning of the service, the following reports will be provided:

	Report title
	Contents
	Frequency
	Delivery



	Federated Operation Annual Report
	The document provides the overall assessment of service performance (per month) and SLA target performance achieved during last 12 months
	Yearly
	At least one page document made publicly available at EGI Document server [DS] by the Customer contact (see section 8.1) and distributed to customer representatives


7.3 SLA violations

The Provider commits to inform the Customer, if this SLA is violated or violation is anticipated. The following rules are agreed for communication in the event of SLA violation:

In case of violating the service targets specified in this document for three consecutive months it is requested to provide justifications and a plan for service enhancement. The Provider must provide a status report and a plan for the improvement of the service within one month from the date of notification to the Customer. 

7.4 Escalation & complaints

For escalation and complaints, the defined Provider contact (see section 8.1) point shall be used, and the following rules apply:

· In case of violating the service targets for five consecutive months, review of the Agreement will be taken by customer contact (see section 8.1) and reported to parties of the Agreement.

· Complaints should be directed to the customer contact (see section 8.1). 
· The provider contact (see section 8.1) will be contacted in case of received complaints. 
8 Information security & data protection

The following rules for information security and data protection apply:

· The Provider must define and abide by an information security and data 
protection policy related to the service being provided. 
· This must meet all requirements of any relevant EGI policies or procedures [POL] and also must be compliant with the relevant national legislation.

9 Additional responsibilities of the provider
Additional responsibilities of the Provider are as follow:

· Adhere to all applicable operational and security policies and procedures defined in [POL] and to other policy documents referenced therein;

· Use communication channel defined in the agreement (see section 8.1);

· Attend OMB and other operations meeting when needed;
· Provide EGI monitoring services to measure fulfilment of agreed service level targets; 
· Components of the service are registered in GOC DB [GDB] as site entity under EGI.eu Operations Centre hosting EGI central operations tools [EGDB];
10 Customer responsibilities

The responsibilities of the Customer are:

· Collect requirements from the respective Resource Centres;
· Be a member of  Operations Management Board (OMB) [OMB];
· Representatives of customer must be registered in GOC DB [GDB] with  NGI Operations Manager role in respective Operations Centre(s);

· Attend the yearly OMB meeting dedicated to assessing service performance against service level targets, see section 12; 

· Raise any issues deemed necessary to the attention of the OMB regarding the service performance and delivery; 

· Adhere to all applicable security and operations policies and procedures defined in [POL] and to other policy documents referenced therein;

· Manage and coordinate operations of the Resource Infrastructure through supporting Operations Centre(s);
· Use communication channel defined in the agreement (see section 8.1);

All responsibilities of the Resource infrastructure Provider are listed in Resource infrastructure Provider Operational Level Agreement document [RPO].
11 Review

There will be reviews of the service performance against service level targets and of this SLA at planned intervals with the Customer according to the following rules:

· At least on yearly basis (more frequently if required);

· At the Operations Management Board (OMB) meeting
12 Glossary of terms

For the purpose of this SLA, the following terms and definitions apply:

[The key words "MUST", "MUST NOT", "REQUIRED", "SHALL", "SHALL NOT", "SHOULD", "SHOULD NOT", "RECOMMENDED", “MAY", and "OPTIONAL" in this document are to be interpreted as described in RFC 2119. For a complete list of term definitions see the EGI Glossary (http://wiki.egi.eu/wiki/Glossary).
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Appendix 1 Components description
More detailed information about components are described in respective OLA documents [EOLA]
13.1 1st & 2nd level support 
First level support is responsible for ticket triage and assignment. This activity is also responsible for the coordination with teams responsible for 2nd level and 3rd level support. 

Software-related tickets that reach the second level of support are analysed and if necessary are forwarded to 3rd line support units only when there are clear indications of a defect (in software, documentation, etc.). 
13.2 Acceptance criteria
The Acceptance Criteria are the functional and non-functional requirements that a product must fulfil to be released in UMD, these include generic requirement applicable to every product, and specific requirements applicable to the capabilities supported by a component. 

13.3 Accounting and Metrics Portal 

The Accounting Portal provides data accounting views for users, VO Managers, NGI operations and the general public. The Accounting Portal is part of the EGI Core Infrastructure Platform which supports the daily operations of EGI. The EGI Accounting Infrastructure is distributed. At a central level it includes the repositories for the persistent storage of usage records. The central databases are populated through individual usage records published by the Resource Centres, or through the publication of summarised usage records. The Accounting Infrastructure is essential in a service-oriented business model to record usage information. 

The Metrics Portal aggregates metrics from the EGI Infrastructure from activity leaders and NGI managers in order to quantify and track the infrastructure evolution. 
13.4 Accounting Repository 

The Accounting Repository stores user accounting records from various services offered by EGI. It is part of the EGI Core Infrastructure Platform, which supports the daily operations of EGI. The EGI Accounting Infrastructure is distributed. At a central level it includes the repositories for the persistent storage of usage records. The central databases are populated through individual usage records published by the Resource Centres, or through the publication of summarised usage records. The Accounting Infrastructure is essential in a service-oriented business model to record usage information.
13.5 Catch-all services 

Catch-All services are auxiliary services needed by the Core Infrastructure Platform and by various operational activities of EGI. Auxiliary services and activities are needed for the good running of Infrastructure Services. Examples of such services are VOMS service and VO membership management for infrastructural VOs (DTEAM, OPS), the provisioning of middleware services needed by the monitoring infrastructure (e.g. top-BDII and WMS), and catch-all services for emerging user communities.

13.6 Collaboration tools/IT support 

This SLA applies to the following service:

Collaborations tools are services needed by the EGI back-office and supporting EGI collaboration.
13.7 Incident management helpdesk (GGUS) 

Incident Management (Helpdesk) is the central helpdesk provides a single interface for support. The central system is interfaced to a variety of other ticketing systems at the NGI level in order to allow a bi-directional exchange of tickets. GGUS is part of the EGI Collaboration Platform and is needed to support users and infrastructure operators. 

13.8 Message Broker Network 

The message broker network is a fundamental part of the operations infrastructure ensuring message exchange for monitoring, the operations dashboard and accounting. As such it is a critical infrastructure component whose continuity and high availability configuration must be ensured. The Message Broker Network is part of the EGI Core Infrastructure Platform which is needed to support the running of tools used for the daily operations of EGI.
13.9 Monitoring Central Services 

Monitoring Central Services is supporting monitoring of activities to be conducted centrally, like monitoring of e.g. UserDN publishing in accounting records, GLUE information validation, software versions of deployed middleware, security incidents and weaknesses and EGI.eu technical services. Central Monitoring Services is part of the EGI Core Infrastructure Platform, which supports the daily operations of EGI. 
13.10 Operations Portal 
The Operations Portal provides VO management functions and other capabilities which support the daily operations of EGI. It is a central portal for the operations community that offers a bundle of different capabilities, such as the broadcast tool, VO management facilities, a security dashboard and an operations dashboard that is used to display information about failing monitoring probes and to open tickets to the Resource Centres affected. The dashboard also supports the central grid oversight activities. It is fully interfaced with the EGI Helpdesk and the monitoring system through messaging. It is a critical component as it is used by all EGI Operations Centres to provide support to the respective Resource Centres. The Operations Portal provides tools supporting the daily running of operations of the entire infrastructure: grid oversight, security operations, VO management, broadcast, availability reporting. 
13.11 Operations Support 

Operations Support is auxiliary service needed by the Core Infrastructure Platform and by various operational activities of EGI. Auxiliary activities are needed for the good running of Infrastructure Services. Examples of such are activities for service level management, service level reporting, service management in general and central technical.
13.12 SAM central services 

The Service is part of the EGI Core Infrastructure Platform which supports the daily operations of EGI. Central systems are needed for accessing and archiving infrastructure monitoring results of the services provided at many levels (Resource Centres, NGIs and EGI.EU), for the generation of service level reports, and for the central monitoring of EGI.eu operational tools and other central monitoring needs. 

13.13 Service registry (GOCDB) 

Service Registry (GOCDB) is a central registry to record information about different entities such as the Operations Centres, the Resource Centres, service endpoints and the contact information and roles of people responsible for operations at different levels. GOCDB is a source of information for many other operational tools, such as the broadcast tool, the Aggregated Topology Provider, the Accounting Portal, etc. GOCDB is part of the EGI Core Infrastructure Platform, which supports the daily operations of EGI.

13.14 Security coordination 

Central coordination of the security activities ensures that policies, operational security, and maintenance are compatible amongst all partners, improving integrity and availability and lowering access barriers for use of the infrastructure.
13.15 Software Provisioning Infrastructure 

The software-provisioning infrastructure provides the technical tools to support the UMD release process from pulling packages from the developers’ repositories to the build of a release. 

13.16 Security monitoring and related support tools 

Security monitoring and related support tools are part of the EGI Core Infrastructure Platform which supports the daily security operations of EGI. EGI is an interconnected federation where a single vulnerable place may have a huge impact on the whole infrastructure. In order to recognise the risks and to address potential vulnerabilities in a timely manner, the EGI Security Monitoring provides an oversight of the infrastructure from the security standpoint. Also, sites connected to EGI differ significantly in the level of security and detecting weaknesses exposed by the sites allows the EGI security operations to contact the sites before the issue leads to an incident. Information produced by security monitoring is also important during assessment of new risks and vulnerabilities since it enables to identify the scope and impact of a potential security incident. 
13.17 Staged Rollout 

The Staged Rollout is an activity by which certified updates of the supported middleware are first tested by Early Adopter (EA) sites before being made available to all sites through the production repositories. This procedure permits to test an update in a production environment that exposes the product to more heterogeneous use cases than the certification and verification phase. This allows the discovery of potential issues and potentially to add mitigation information to the UMD release notes. 

Appendix 2 Components Support 

Support for components is provided:

· through GGUS support units mentioned under [CEA]
· between:
	Federated Operations components
	Support available between:

	1st and 2nd Level Support
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Acceptance criteria
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Accounting and Metric Portal
	· from October until May

· Monday and Friday

· 9:00 and 17:00 CET/CEST time

· from June until September

· Monday and Friday

· 8:00 and 16:00 CET/CEST time

	Accounting Repository 
	· Monday and Friday

· 9:00 and 17:00 UK time

	Catch-all services 
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Collaboration tools/IT support
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Incident management helpdesk (GGUS)
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Message Broker Network 
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Monitoring Central services
	· Monday and Friday

· 9:30 and 17:30 CET/CEST time

	Operations Portal 
	· Monday and Friday

· 9:30 and 17:30 CET/CEST time

	Operations Support 
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	SAM central services 
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Service registry (GOCDB)
	· Monday and Friday

· 9:00 and 17:00 UK time

	Security coordination 
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Software Provisioning Infrastructure
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Security monitoring and related support tools
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time

	Staged Rollout 
	· Monday and Friday

· 9:00 and 17:00 CET/CEST time
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