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SA1 Overview
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7 Countries

8 Beneficiaries
315 PMs
8.67 FTE

JRA1 Effort JRA1
3
SA2 4%
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JRA1 Overview
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Task
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SA1 tasks and resource distribution

- Task Leader/Partner
distribution
1%

TSA1.1 Activity Management T. Ferrari/EGl.eu

TSA1.2 Secure Infrastructure M. Ma/STFC 9%
TSA1.3 Service Deployment Validation M. David/LIP 11%
TSA1.4 Infrastructure for Grid Management E. Imamagic/ SRCE 21%
TSA1.5 Accounting J. Gordon/STFC 6%
TSA1.6 Helpdesk Infrastructure T. Antoni/KIT 9 %
TSA1.7 Support Teams R. Trompert/SARA 28%
TSA1.8 Providing a Reliable Grid Infrastructure C. Kanellopoulos/AUTH 15%

and core services
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JRAI tasks and resource distribution

- Task Leader/Partner | Teskeffort
distribution

TJRA1.1  Activity Management D. Cesini/INFN 7%
TIRA1.2  Maintenance and development T. Antoni/KIT 42%
of the deployed operational tools
TIRA1.3  Supporting National Deployment P. Solagna/EGl.eu 6%
models (PY1 only)
TIRA1.4  Accounting for usage of different J. Gordon/SFTC 28%
resource types (PY2-PY4 only)

 Cloud, HPC, Desktop Grid,
» Storage/Data Usage

* Application Usage

* Billing system

TIRAL1.5 Integrated Operations Portal C. L'Orphelin/CNRS 17%
e Service Oriented model (PY1-PY3 only)
Harmonization with GOCDB
Porting to Symfony
New DCI integration
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Objectives

Operate a secure, reliable European-wide federated production
grid infrastructure that is integrated and interoperates with other
grids worldwide

- Task Objectives

TSA1.2 Maintain a secure infrastructure
02 TSAL3  Validate new technology releases (tools and middleware)
O3 TSAL7  Support end-users and Resource Centre administrators
04 TSAL8  Service Level Management, grid oversight, documentation and procedures

O5 TSAL4  QOperate tools, the accounting infrastructure and the EGI Helpdesk

TSA1.5
TSAl.6
O6 RAL2  Evyolve the operational tools used by the production infrastructure
idl.2 - Maintenance, development and support of national deployment
JRA1.4 . . S
JRALS - Accounting for the use of new resources (desktop, virtualisation, storage, data,

application and billing)
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 PARTI
— Obijectives, tasks, effort, partners

 PARTII

— Resource Infrastructure
e architecture
* resource capacity and utilisation

e PART I
— Service infrastructure

 PART IV
— Issues, use of resources, impact and plans

SA1l & JRA1L - EGI-INSPIRE Review 2011 8

EGI-InSPIRE RI-261323 www.egi.eu



EGI Participant: National Grid  a provider (RP)
Initiatives (NGIs), European responsible for
Intergovernmental Research  ,-ns the Layer lll.
Organisations (EIROs) N Ire EGI Resource Infrastructure

/R
NGI/EIRO EGl.eu Network > Resource Provider

e
o

MoUs

Resource Provider ©
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Status and yearly increase

Surope, Asia Pacific, North ant America
6 supporting MPI 2 +31.5%

yuntries ; o

h integrated RPs)

ores

000 with i i .
EP-SPE :

PB tc
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From EGEE federations to NGIs

« April 2010: 12 EGEE federated regional infrastructures
« April 2011: 40 European NGls and 1 EIRO (CERN)

— and 4 integrated resource infrastructures (in the Asia Pacific, Canada, Latin
American and Caribbean regions)

0, Pai L PR2 PQ3 Y
] vyl vy »

End of South

Creation of End of Central Europe End of West Europe
NGI_NDGF and DE-CH, creation of South East Europe  and Italy “ROC”
IberGrid
NGls NGls NGls NGI
Denmark, Finland, Poland, Slovenia, Croatia, Greece, Serbia, Italy
Norway, Sweden  Slovakia, Check Republic, Turkey, Romania, Cyprus,
Estonia, Latvia, Belarus, Hungary, Austria; Georgia, FYR of Macedonia,
Lithuania Germany, Switzerland; Bosnia and H., Montenegro,
Portugal-Spain Bulgaria, Armenia
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Service/Resource Centre (RC)

Avallability and Reliability

« Availability
— the percentage of time that the
service/RC was up and running

Overall PY1 EGI availability: 92.73%
Overall PY1 EGI reliability: 93.85%

(uptime / total time) x 100 %
— minimum RC availability: 70% 2
« Reliability Z
— the percentage of time that the - |
. . <
service/RC was up and running, g 2000% -
excluding periods of scheduled g 89.00%
interventions T P2 pQ3 .
[uptime / (total time — scheduled time)] x 100 m monthly availability  ® monthly reliability
— minimum RC reliability: 75%
e Suspension policy * Reporting
— RC availability < 50% for 3 consecutive — monthly performance reports per RC
months — new ticket-based procedure for
— 6 RCs suspended monitoring of underperforming RCs

— stricter policy from PY2: from 50 to 70%

SA1l & JRA1L - EGI-INSPIRE Review 2011 12
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Usage statistics

VO_DISCIPLINE Total number of jobs by DISCIPLINE and DATE
Production Sites. May 2010 - April 2011
B Fusion

I I I I I I I O Earth Sciences

Per day 2011-2010 vs
2009-2010

358+7

30e +?—

B Unknown Discipline
O others Disciplines
B Multidisciplinary %O
[ Life Sciences

H Infrastructure

B High-Energy Phusics

otal nunber of _jobs

Average number AII VOs: 27.8 M AllVOs: 914,000 +82%

Number Jobs Non HEP: 2.8 M Non HEP: 100,000 +47%
(10% of total)

CPU wall clock  hours All VOs: 74.8 M All VOs: 25M +35%

(all VOs) Non HEP: 7.0 M Non HEP: 230,600 +28%

Normalised HEP-SPEC06 AIllIVOs: 563.2M AllVOs: 185M +101%

CPU wall clock  hours Non HEP:  50.3 M Non HEP: 1.7M +56%
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 PARTI
— Objectives, tasks, effort, partners

e PARTII
— Resource Infrastructure

 PART I

— Service infrastructure
 Infrastructure Services
* Technical Services
» Support Services
 Human Services
« PART IV

— Issues, use of resources, impact and plans
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EGI Service Infrastructure

The service infrastructure enables secure, interoperable and reliable access to

distributed resources.

EGI services are provided locally by Operations Centres and globally by EGl.eu.

and partners

Global Services

Service categories:

|. Infrastructure Services =
Tools

Il. Technical Services =2
Grid middleware

lll. Support Services =
Helpdesk

p

\

4

\_

4

. \

Local § ices p
Operations Centres

.

IV. Human Services 2
Service Level Management, security,
documentation, coordination

J
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|. Infrastructure Services

* Operational tools

— Message brokers
« TSAl.4, JRAL1.2

— Service Availability Monitoring
« TSAl.4,JRAL1.2, JRAL1.3

— Operations Portal
« TSAl.4,JRA1.2, JRAL1.5

— Accounting
« TSAl.5,JRA1A4

— Helpdesk
« TSALl.6, JRA1.2

— Grid Configuration DataBase
« TSAl.4, JRAL1.2

SA1l & JRA1L - EGI-INSPIRE Review 2011 16
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|. Infrastructure Services

Message Brokers

- Communication bus used by operational tools to
exchange information

EGI Global Service based on open source messaging
(Apache ActiveMQ)

producers/consumers

4 brokers operated by 3 institutes
- AUTH (GR), CERN and SRCE (HR)

authorization plugin to limit access to broker
gueues/topics based on server hostname registered in
GOCDB and/or user VO membership

SA1l & JRA1L - EGI-INSPIRE Review 2011 17
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|. Infrastructure Services

Service Availability Monitoring (SAM) 1/2

SAM: monitoring framework for RCs
and services

— main data sources for the
Operations Dashboard

— data source to generate
Availability/Reliability statistics

— local/central components:

1. test submission framework: based
on the Nagios system and
customised by the Nagios
Configurator Generator

2. databases for storage of
information about topology
(Aggregated Topology Provider),
metrics (Metrics Description
DataBase) and results (Metrics
Results Store)

3. visualisation tool GUI: MYEGI

Legend: [lIN/AT OK  Wamning [l Critical [l Unknown [l Missing [ Remaved [ll Downtime ‘

SA1l & JRA1L - EGI-INSPIRE Review 2011 18
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http://grid-monitoring.egi.eu/myegi

|. Infrastructure Services

Service Availability Monitoring (SAM) 2/2

+ 8 releases following the new EGI software provisioning and deployment
process
- MyEGI GUI in production (central/local instances)
— new look and feel, GridMap style plots
— programmatic interface
* Re-engineering of database components
— ATP as new topology provider
* Probes
— integration of ARC and GLOBUS 5 probes (UNICORE in progress)
« Other
— Creation of 2"? level support unit

— handover of probe maintenance/development (where applicable) to technology
providers (EMI, IGE) — in progress

SA1l & JRA1L - EGI-INSPIRE Review 2011 19
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|. Infrastructure Services

Operations Portal

Operations Portal (CNRS)

- broadcast tool
- Operational Dashboard

- VO Ildentity Cards [. LU e G\’EE"”
Achievements O Fortat CENTRAL OPERATIONS PORTAL
_  8releases o, —
- package for local deployment released and :::D:z::rm;:é *D ' S
updated (deployed in 4 NGls) e
- porting to a new web framework almost ok
completed T =i
- improvements to all the modules e =
VO ID Cards module implementation : [Ef
driven by NA3 requirements M Gl de Recharche e e rance (i) K==
- integration with security dashboard -
progress
- new “Central Operator on Duty” view
released

SA1l & JRA1L - EGI-InSPIRE Review 2011 20
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|. Infrastructure Services

Accounting Repository and Portal

Global/local service to collect and provide information about usage of
compute resources within the production infrastructure
« Central components

— gLite-APEL usage record repositories (STFC)
— Accounting Portal (FCTSG) GUI for access to data from the Accounting Repository

« Local components
— Sensors, national /regional repositories and portal
— APEL local database implementation — in progress

Achievements

- new: integration of the APEL accounting system with the message broker network and

decommissioning of central R-GMA services

- porting of APEL tests to Nagios
- portal modified to support the new

. &ric .Ets-- | e Pie chart showing Numbers of Jobs per VO between January-2011 and June-2011.
GOCDB4 Pl and the Operations Portal T i
XML feeds S—
- NGI View added in the portal

SA1l & JRA1L - EGI-INSPIRE Review 2011
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|. Infrastructure Services

EGI Helpdesk

® EGI HelpdeSk (KIT) GGUS WelcometoGGUS-theg‘é.iHelpdesk

d . = b d - h Tickets @ GGUS Latest news
- IStrI ute Syste I I I Wlt a = » Information on your GGUS account News from GGUS 2011-06-10 12
Did you know... 8~ » Submit a new ticket via browser » Monday, 13th of June is 4

. FAQ & Wiki » Submit a new ticket via email
central component (Global Grid e

i Info
Documentation » 57070 assigned  2011-02-24  Problem with MPI in requesting nodes for. ..

U Ser S u p po rt ( ; G U S) i nte rfaced T » Show my complete ticket list (open/closed/subscribed) GGUS tools/reports
= Registration
g » Search ticket database » Report Generator
» GGUS ticket timeline tool
Latest open tickets » Escalation reports
ocal helpdesks Lsestopen tekers e
» 71487 none MNAGIOS *org.sam.CE-JobSubmit-/ops/Role=Ilcgadmin™ ___

« Achievements e
— 9 releases
— update of support teams and units

— integration of the new NGIs (31 NGls interfaced, 22 as support units, 6 with a
local helpdesk)

— definition and implementation of new workflows for

- technology support (15t level, 2" level and 3" |level provided by the Technology
Providers — EMI, IGE etc.) and the respective access privileges

» support of software provisioning and bug reporting processes that involve EGI
and its external technology providers

— local instance (xGUS) available and deployed by various NGIs/projects

NAGIOS *org.sam.SRM-GetSURLs-/ops/Role=lcgadmin® __._

High number of jobs fail (vo = phena) GGUS development plar]
NAGIOS *org.sam.CREAMCE-JobSubmit-/ops/Role=lcgad. ..
NAGIOS *org.sam.CREAMCE-JobSubmit-/ops/Role=lcgad. ..
NAGIOS *org.sam.CREAMCE-JobSubmit-fops/Role=lcgad. ..
NAGIOS *org.sam.CE-JobSubmit-/ops/Role=Ilcgadmin® _._
NAGIOS *org.sam.CREAMCE-JobSubmit-/ops/Role=lcgad. ..
Bad gridftp door at BNL dcdoor09

NAGIOS *org apel APEL-Pub* failed on testbed001 g GGUS Search
SLACXRD over 2500 iobs failed with No child broces._

» Description of developmg]
» Submit a request for a ne|
» Browse current open feat|
» Ongoing worklist & Releg

SA1l & JRA1L - EGI-INSPIRE Review 2011 22
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|. Infrastructure Services

Central configuration repository

GOCDB (STFC)

EGI relies on a central configuration database to record static information contributed by the
resource providers as to the service instances that they are running and the individual
contact, role and status information for those responsible for particular services

Achievements

- decommissioning of GOCDB3, release
and deployment of new GOCDB4

- prototype for local deployment
available but w/o synchronisation
system

- naming schema modification to
integrate UNICORE services

- GLUE2.0 compatibility for service
names —in progress

%® GOCDB4

Visualisation Portal

Resources

* Browse Sites

* Browse Senices

* Browse ROCs/NGls
+ My Sites/Groups

Downtimes
+ Recent & Planned
+ Archives

About GOCDB4

+ Doc, Help & Support
« Development Status
* Credits

Search

User Status

Registered as:
Daniele Cesini

View Details

Welcome to GOCDB Central Visualisation Portal

GOCDB is the official repository for storing and presenting EGI topology and rescurces information.

What information is presented here?
This portal presents a view of topology and resources information for the whaole EGI infrastructure. This consists mainly of:

* Participating National Grid Initiatives (MGI)

» Grid Sites providing resources to the infrastructure

* Resources and senices, including maintenance plans for these resources
« Participating people, and their roles within EGI operations

This is a visualisation tool only!
Data are provided and updated at regional level by participating NGls, and are then gathered and presented through this central interface.

How to update information?
Unless your NGl uses a regional system fully synchronised with Central GOCDB, updates can be made through:

o the GOCDB4 Central Input System.

GOCDB is developed by Rutherford Appleton Laberatery, STFC, UK on behalf of EGI.eu. Licensed under the glite Software (Apache) License.

Portal Instance
Central Portal
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http://goc.egi.eu/

Project Management Tool

Metrics Portal

Metrics Portal (FCTSG) prototype tool being developed for a

manual/automatic collection of EGI-INSPIRE metrics from different
information sources to track project and partner performance

EGI METRICS PORTAL /// CESGA

Logged in as: /C=M/0=INFN/OU=Personal Certificate/L=CNAF/CN=Daniele Cesini
Last Ingin: June 1, 2011, 10:38 a.m.
Log out

Common metrics of SA1 - Quarter 3:

Metric Name Task Description Value
M.SA1l.OperationalSecurity.1 TSA1.2 Mumber of Site Security Challenge (S5C) made 444
M.SA1.0OperationalSecurity.2 TSA12 MNumber of Sites failing the Site Security Challenges 346
M.SA1.OperationalSecurity.3 TSA1.2 Incident Handling Assessment scores 7
M.SA1l.OperationalSecurity.4 TSA1.2 Number of suspended sites for security issues 454
M.SA1.Accounting TSA1S Number of sites adopting AMQ messaging for Usage 33

Record publication
M.SA1.Service.Validation.2 TSA13 Mumber of staged rollqut releases undertaken & 4
rejected
Comments
Edit Back to tasks

NGI metrics of SA1:
Push the button to go to the corresponding NGI metrics. Note that you will need privileges to edit them.

NGI Name: ———— * Quarter: 3 - Go to NGI metrics

History

SA1l & JRA1L - EGI-INSPIRE Review 2011 24
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* Technical Services
» Support Services
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ll. Technical Services

* Reliable deployment and enhancement of software
and integration of new technology

— Requirements gathering
« TSAL.1

— Technology Staged Rollout
« TSAL.3

— Interoperability
- TSA1.3

— Core services
« TSA1.8

SA1l & JRA1L - EGI-INSPIRE Review 2011 26
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1. Technical Services

Requirements gathering

New process for requirements gathering (tools and
deployed software) every 3 months

Discussion with
Technology Providers

ity s N
m User Community A
Virtual Q L Board ) ()
Virtual research s D D o .
Organisation communities l:> ® s “ m Q o
= £ 1R LlE, 58
2 C 35 =3
~+ D § J D o oo 2
Resource 5! é ) = - 0?2
C l:> Resource l:> 2 D D = D <
entres inf = D D o
infrastructure S Q
Providers = o
—— . J/ \_ Y,
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lI. Technical Services

Staged Rollout

- New software updates (grid middleware and tools) are deployed into the
production infrastructure incrementally through a staged rollout to
ensure that they are reliable in actual use, following successful
verification of the software component against published criteria

- Early Adopters are the production Resource Centres willing to deploy
one or more new releases

- automation of the process based on RT
— process tested with the validation of gLite 3.1/3.2 releases and SAM

Max number of components tested/rejected in 29/3
staged rollout per PQ

Max number of staged rollout tests undertaken 40 (PQ4)
Number of EA teams 45

Middleware stacks/components ARC, glLite, UNICORE, SAM, CA trust
chain, GLOBUS - in progress

SA1l & JRA1L - EGI-INSPIRE Review 2011 28
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lI. Technical Services

Interoperabllity

* Deployed middleware

- ARC (2.38%), gLite (97.62%), UNICORE (1 RC)
- more ARC and UNICORE installations expected in
2011

- Croatia, Germany, Poland, Romania, The Netherlands, UK integrating
GLOBUS and/or UNICORE - GLOBUS and UNICORE task forces

* Accomplishments
- ARC fully integrated in to GOCDB,
accounting and SAM
- integration of UNICORE and GLOBUS in
progress
- Open Grid Forum
» Production Grid Infrastructure WG
» Grid Interoperability Now WG
 Infrastructure Policy Group

2.38%

i lcg-CE: 306 & CREAM CE: 268 ARCCE: 14

SA1l & JRA1L - EGI-INSPIRE Review 2011 29
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lI. Technical Services

Core services

 Achievements

— core grid services for new/small VOs

- new infrastructure for the DTEAM VO
membership management .
(troubleshooting) TOTAL: 339 service nstances

- membership management for OPS ’
VO (monitoring)

- new infrastructure for monitoring of
uncertified sites

- catch all CA

- 339 local core grid service instances |I T
. 135 workload management services | . LLLLIELLE “ll”“l” TTH TTTTTTY P

——————————————
S:2w 9 g c £ YSRBRmTFR = E-

7 8t 285596 @ I S = = FE B £
W =B ERS fgégE%ﬂﬁai§°“§‘Ex‘93.§%5ﬂ—535Sﬁggggg"%gégég
MS 3 z g Mg = gz ga" 2 2z ° fwu¥avg -
45 file catalogues (LFC) T

« 118 information discovery services
(top-BDII)
* 41 VO membership services (VOMS)

w
o
| —

Number of deployedinstances
N
o
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I1l. Support Services 1/2

15t level support  TSAL.7 Triage of tickets in GGUS 15t level support for tickets
opened locally

Grid oversight TSA1.7 Central operations support Local operations support
and escalation of tickets
not managed locally

Network Support TSAL.7 Support to connectivity
and performance
problems (contact point to
the NREN PERT teams)

2" level support: Deployment Middleware Support Unit (SA2)
3'd level support: Technology providers

SA1l & JRA1L - EGI-InSPIRE Review 2011 32
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Support Services 2/2

Accomplishments

« new training and dissemination channels for new NGI support teams, monthly
newsletter

* most of the new NGIs successfully established their own local support structures

» support for network performance issues in place (relying on tools for monitoring
and troubleshooting) — contact point with NREN PERT teams

Average number of EGI tickets CREATED/month 965 tickets (~constant)
Average monthly response time 3.24 operating hours
Average median of monthly solution time 6.67 operating hours

But

« central infrastructure oversight workload affected by new Operations Centres
starting operations, now progressively reducing

» support problems faced in some NGIs now under resolution
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e PARTII
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 PART I

— Service infrastructure
 Infrastructure Services
» Technical Services
» Support Services
 Human Services
« PART IV

— Issues, use of resources, impact and plans
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V. Human Services

 Local human services with central coordination

— Service Level Management
« TSAL1.8

— Operational security
« TSAL.2

— Documentation
« TSA1.8

— Operations Management
.+ TSAL.1
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V. Human Services

Service Level Management

Purpose

1. to provide the metrics for conformance of the achieved level of service
to the agreed one

2. to ensure that the agreed level of service is provided (monitoring and
reporting on Service Levels)

Achievements

— new EGI Resource Centre Operational Level Agreement [ITIL v3]

. agreement between EGI (“IT Service Provider’”) and a Resource Centre (“another
part of the same Organisation”)

. an OLA supports the EGI delivery of grid services (“IT Services”) to end-users
(“Customers”)

» duties, services and the related quality parameters
— Resource Provider OLA in progress

— definition of new GGUS-based process for Service Level Management
(involving the central operators on duty — COD)

— new suspension policy
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V. Human Services

Operational security
R l* Securitv incident resbonse

C analin otential reportec |

quIﬁ!eFa ; iliies Security Service Cha.llenge.4 | |

« Vulnerability assessment - 13 R.Cs ’.cesjced (including WLCG Tier1 sites)

* Secure coding education > SECl:IrIty.InC. nts hanc'jl.ed

2 advisories is@ued (3 critical)

3 critical vulnerabilities mitigated within 7 days
1 security training session (EGI TF)

\ SVG <= software vulnerabilities rep ¢l

— 15 concerning Grid middleware
- 4 fixed (others have not passed their Target Date yet)

Procedures 3 new procedu
Software vuli@rability handling
Critical vulnerability handling
Security incident (exploited vulnerability) handling

Resource Centres 0
suspended
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V. Human Services

Documentation

 Documentation collected at the EGI wiki (160 operations
pages)
* 9 new procedures defined and approved
« 3 new manuals and several guides - in progress

* migration and update of existing legacy technical documentation - in
progress

« mirroring of EGI wiki at ASGC

page discussion edit history delete move protect watch

navigation

= Main Page

= Community portal
= Current events
= Recent changes
= Random page

=

Help
search

(Go)
toolbox

= What links here
= Related changes
= Upload file

= Special pages

= Printable version
=

Permanent link

Operations Best Practices

Main EGI-inSPIRE SA1 Tools Middleware Documentation Grid OversigH

Main Doc | Manuals | Operational FAQ | Best Practices | Procedures | Contacts

1 Grid Operations Best Practices collection

Contact address: mailto:operational-documentation-best-practices@mailman_egi eu =1

The aim is to contain and index Best Current Practices relevant to Grid Operations. The intention of this activity is to document practices that
interest in the grid community. This information should be complementary to the existing guides in use among EGI Grid Operations.

It is a good idea to adopt must/may/should terminology in accordance to RFC 2119 &7, "Key words for use in RFCs to Indicate Requirement Ley
1.1 HOW TO CONTRIBUTE

*ou can suggest/ask for new Best Practice by:
= sending a mail to mailtozoperational-documentation-best-practices@mailman_egi.eu =3

Validity of the request will then be discussed before being integrated.

1.2 INDEX of BEST PRACTICES

|Numh-er |Tiﬂe |Re|e\ranllo |Stalus IEI‘
I I I I
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https://wiki.egi.eu/wiki/Documentation
https://wiki.egi.eu/wiki/Operational_Procedures
https://wiki.egi.eu/wiki/Operations_Manuals

PART |
— Objectives, tasks, effort, partners

PART Il
— Resource Infrastructure

PART IlI
— Service infrastructure

PART IV
— Issues, use of resources, impact and plans
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« SAlL

— pending integration of two NGls

— successful establishment of some NGI as reference
provider in the country

« JRAL

— development for local deployment tools delayed

— no funded effort for 2"d |evel support of distributed tools
« SAM
» Operations Portal
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Use of Resources 1/2

« SAlL

— 98% PMs achieved (aggregated)

— EGIl.eu Global Services
* some marginal cases of overspending due to transition from EGEE

« TSA1.8E: 59% of the allocated PMs were consumed due to issues in
claiming effort within the JRU (nevertheless, all services were
successfully delivered)

— NGI Local Services

» few cases of under/overspending that will be compensated over the
duration of the project

« overspending due to the transition from a EGEE federation to a NGI and
to the setup of a new Operations Centre

- JRAL
— 80% PMs achieved (aggregated across all tasks)
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Use of Resources 2/2

« TJRAL.2 — Maintenance
- total spent > 86%
- unspent effort can be compensated during the coming years — 4-year task

« TJRAL.3 — Development of tool packages for local deployment
- total spent 2> 63%
- underspending by almost all the partners and development not completed
* hiring issues for some partners
« consolidation of use cases
» dependencies among tool development roadmaps
- proposal: extension of TJRA1.3 into PY2

- TJRAL.5 (CNRS)
- total spent 2> 76%
- harmonisation of operations portal with GOCDB postponed
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Plans for next year

- SAl
— day-by-day operations (security, support, oversight)
— wide participation in staged rollout activities
— Integration
« future NGls and MoUs with new integrated RPs

« finish UNICORE and GLOBUS integration
« virtualised resources, desktop grids and PRACE (pilots)

— operational tools availability reports (Global and Local)
— automation of service level management processes

JRA1

— accounting
* new APEL Publisher - September 2011
« regional Accounting Server packaged and released to NGIs - December 2011
* extension to support new resources and EGI business models

— local deployment models to be completed (synchronisation system for regional
GOCDB)

— Operations Portal: Integration of security dashboard, feature enhancements, regionalisation
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=Y Activity impact and value

' Project objective SA1/JRA1 Achievements

O1 The continued operation and - SA1 and JRA1 provided continued, open and available
expansion of today’s production services to all disciplines
infrastructure — Radical transition to a NGI-based model = >20 NGls

* NGls at different levels of maturity but active,
increasingly sustainable and improving their
performance

— OMB and OTAG established = >40 members

- Installed capacity and Resource Centres integrated continued
to grow = +25% CPU cores, +85% job run

- 28 operational tool releases

- 6 task forces

O4 Interfaces that expand access to new - Support of MPI expanding 2 +31.5%

user communities — Integration of UNICORE - HPC

O5 Mechanisms to integrate existing — New procedures and processes 2> +9
infrastructure providers in Europe and — Collaboration with integrated RPs through MoUs
around the world

O6 Establish processes and procedures - Accounting infrastructure migrated to messaging
technologies - Integration of virtual Grid sites (StratusLab)
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- All project metric targets met

- Effective contribution of both SA1 and JRA1 to
meet the project objectives

© continued operation with increasing performance
and growing level of integration

© hew operational structures

« from 12 federations to 40 NGls and a framework for
collaboration with integrated infrastructures

© expansion of the resource infrastructure and
Increasing usage
« +25% sites
* +84% jobs run
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