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1 General overview of performance in the period
For the May/October period the ticket response times for the Accounting Portal (Medium QoS profile) were in general for all urgency values under one working day. There are reports of 0'01 work days response time. There are two anomalies in the ticket data for Top Priority in September, and Less Urgent in July, but they are fully justified in section 3, and they had no impact.

The A/R figures have a noticeable dip in July, with a absolute minimum on 91,34% in that period. This was due to an episode of hard drive crashes in the cloud clusters that mandated forced virtual machine migrations, but this has been resolved in the following months, and in the last two reports the monitored A/R is back to 100%. There were also Apache server crashes that will be countered with new watchdog functionality.
2 Performance againSt Service Targets

The following table shows performance against targets:

	Service level parameter
	Target


	M1 average
	M2 average
	M3 average
	M4 average
	M5 average
	M6 average

	Availability
	99,00%
	92,81%
	99,99%
	91,34%
	95,92%
	100,00%
	100,00%

	Reliability
	99,00%
	92,81%
	99,99%
	91,34%
	95,92%
	100,00%
	100,00%

	Response

Less Urgent
	5
	0,66
	0,02
	7,5
	1
	
	0,12

	Response

Urgent
	5
	0,07
	0,17
	
	
	0,01
	

	Response

Very Urgent
	1
	0,11
	0,02
	
	
	
	0,01

	Response

Top Priority
	1
	
	0,01
	
	0,03
	8,99
	


3 Issues arising in the period

There were two issues in the ticket response time:

· M3, less urgent (7,5 wd/5): This was due to ticket #106579. This ticket was a discussion about deprecated legacy features in the portal, and transitioned to a discussion about NAGIOS and later to a e-mail thread. The ticket could not be closed in time because it was too diffuse, next time we will mark situations like these as “unsolved”.

· M5, top priority (8,99 wd/1): The ticket requested cosmetics

4 Measures planned 

For the ticket response, more care will be taken in closing tickets not related to service problems or quality, and also in making sure tickets do not revert from their terminal state.  For the A/R indexes, we will implement a watchdog manager to restart Apache in case of problems and study the possibility of instituting a failover server, this would need coordination with the APEL repository.
5  Foreseen activities and changes 
· Install Apache watchdog service.

· Study feasibility of failover server.
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