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1 General overview of performance in the period
The Security Coordination function performed well during a very busy 6 month period for operational security. Central Security coordination activities were carried out as expected, including regular weekly/monthly/face to face meetings and presentations at major events.
The most noteworthy achievement during this period was the successful full certification (2 Oct 2014) of the EGI CSIRT under the TERENA Trusted Introducer Service. The EGI CSIRT is now one of 8 certified teams in Europe.
The main operational activities of the CSIRT had to be given priority, namely the Incident Response Coordination (IRTF) and the Software Vulnerability Group (SVG) Coordination. IRTF handled 10 new security incidents and issued and handled 10 advisories. SVG handled 21 new vulnerabilities and issued 10 advisories. Several high-publicity vulnerabilities had to be tracked and handled, including Heartbleed, Shellshock and POODLE, all resulting in a lot of work.
Policy coordination concentrated on activity in Federated Identity Management, in particular with IGTF, FIM4R, preparation for H2020 AARC and in leading a new activity (SIRTFI) building a Trust Framework for security operations in the national federations and eduGAIN.

For the trust fabric maintenance, four updates were distributed in this period according to the regular update process. Increasingly, external factors in the public trust space, such as Google's changes to its 

Chrome browser, have a ripple-through effect in the EGI infrastructure. On the other hand, it is also a probably positive sign that our trust fabric is increasingly interwoven with public trust. The organised and successful campaign to make EGI 'SHA-2-ready' has ensured that we do not suffer negatively from these changes.

The trust fabric and associated policies continue to evolve. With the increased convergence of trust infrastructures in Europe (incorporating all of researchers, educators, and students) the EGI security coordination works through the IGTF in expressing the EGI trust requirements in a technology-agnostic way (as generalised "Levels of Assurance"). This ongoing effort aims to be the basis for policy alignment and coordination with other R&E federated identity infrastructures globally.
Work on evolving our security operations for Clouds has started but progress has been limited by lack of effort and the ongoing deluge of incidents and vulnerabilities that had to be handled. Cloud Technology provider questionnaire: 1st version has been tried out and it needs more work. Cloud Resource Provider Questionnaire: filled in by all sites and analysed. Some sites need to address some issues.  
2 Performance againSt Service Targets
The Security Coordination function was fully available during normal office hours (and in many cases also outside of these hours). 

Response times to GGUS tickets assigned to “EGI/Security Management” are shown in the table below. We wish to stress that evaluating the Security team on the basis of this small number of tickets is completely false as all of our work is recorded on large numbers of much more important tickets in EGI RT-IR.
The GGUS tickets amount to a total of just 9 tickets in 6 months.  8 of these were due to expired CA CRLs or other CRL problems and often the response time is the response by the remote CA (who is contacted by email not via GGUS ticket assignment).
In the same 6 month period a total of 293 tickets in EGI RT-IR were handled by the EGI CSIRT and SVG. There were 170 new tickets and 123 older tickets which were updated during the 6-months.These related to the operational handling and tracking of security incidents and vulnerabilities and form the bulk of the high-priority operational activities of the security coordination activity.

The following table shows GGUS performance against targets:
	Service level parameter
	Target


	M1 average
	M2 average
	M3 average
	M4 average
	M5 average
	M6 average

	Availability
	
	
	
	
	
	
	

	Reliability
	
	
	
	
	
	
	

	Support priority
	Medium
	
	
	
	
	
	

	Response time to GGUS tickets (mainly expired CA CRLs)
	
	3.42 wd
(3 tickets)
	10 wd
(1 ticket)
	18.9 wd
(1 ticket)
	5.62 wd
(2 tickets)
	0.06 wd
(2 tickets)
	Zero tickets


No other issues have been raised with respect to the EGI trust fabric. In related efforts, mainly those related to software and deployment support, we do at times observe lack of clarity regarding the use of revocation information - with individuals and resource centre administrators opening support tickets on continuously the same issue (see GGUS ticket table above). We have tried several mechanisms to prevent continuous duplicate tickets. There is no adequate way to prevent this, giving that neither 'persistent tickets' (putting a ticket on persistent hold to serve as a reference) nor a knowledge base seem able to prevent such tickets from being submitted again.

3 Issues arising in the period
IRTF is getting stretched so thin that we are unable to simultaneously deal with day-to-day business, extraordinary events like POODLE and Shellshock, keeping up with emerging new technologies and administrative overhead.
The recent FedCloud security incident uncovered a number of problems; lack of structured communication channels with the cloud people (whoever they are) and lack of knowledge on our part about how the FedCloud platform works and is supposed to be used. It is also remarkable that even with just a handful of appliances currently in appdb, two blatantly vulnerable images managed to get endorsed and published. It's not as if they could hide in a torrent of images submitted for endorsement.
SVG has also been short of manpower during the last 6 months.  Several people who were previously active have left, and others have had less time to spend on SVG due to other duties. Also 10 of the vulnerabilities were reported in quite a small space of time, some of which required a lot of work either due to criticality, or due to requiring different strategy due to evolving infrastructure. This also overlapped with the EGI Big Data conference and finalizing the Horizon 2020 bids. As a result of this some of the lower criticality ones were not handled in the usual timely manner. 

4 Measures planned 
Recently 2 new SVG members have joined from the Fedcloud TF, which provides some cloud expertise as well as additional manpower. An additional one has joined from WLCG.   There is a need to revise the issue handling procedure as the situation has changed, including the relationship with software providers. Revision is needed partly due to cloud technology and partly due to greater use of VO specific software both in the Grid and cloud.

For CSIRT, SPG and the EGI federated Cloud, we also need to involve security-aware participants and a clear specification of security use cases will be essential (this needs to come from the Cloud activity).

5  Foreseen activities and changes 
We are preparing to (re)involve new partners in security activities, meetings and discussions. We hope this will re-vitalise our collaboration with other security teams, such as PRACE and EUDAT and also involve new experts from new activities such as the EGI Federated Cloud. Additional funding from a hopefully successful EGI-Engage proposal will be essential to make progress on addressing the evolution required in all the security sub-teams.
The Security Policy Group has several policies which need to be revised to meet the changing environments. We plan to re-vitalise the group with hopefully some new members and start more regular meetings early in 2015. Activity has recently started on the development of security policy for the evolving Long Tail of Science services. This will need to continue.
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