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1 Monitoring Capability

This section documents the Specific Quality Criteria for the monitoring system (NAGIOS) and the web portal to check the results.
1.1 Nagios Configuration Generation

	Generation of Nagios Configuration Files

	ID
	MON_NCG_1

	Mandatory

	Applicability
	Nagios Configuration Generator (NCG) component

	Deprecation
	None

	Related Requirements
	None

	

	Description

The NCG must be able to generate a correct configuration for Nagios that includes all the hosts and services to be monitorized.

	Input from TP

Test for the generator of configuration files for Nagios.

	Test Description

	Pre-requirements
	Configured system

	Input
	None

	Output
	Nagios configuration files

	Pass/Fail 
	Pass if Nagios is able to run with the created files.

	Pass/Fail Criteria
Pass if the test is provided and passes.

	Related Information



	History




1.2 Visualization portal
	Resource Summary View

	ID
	MON_PORTAL_1

	Mandatory

	Applicability
	Visualization Portal.

	Deprecation
	None

	Related Requirements
	None

	

	Description

Provide a view of the summary status of resources, that provides the following basic information:

· Site of the resource

· Resource name

· Type of service

· Current status

· Link to detailed and historical views 

Use colors to display the status of the resource.

	Input from TP

Summary view example in visualization portal.

	Pass/Fail Criteria
Pass if the resource summary view is provided for any selected resource with all the information specified above.

	Related Information



	History




	Resource Detail View

	ID
	MON_PORTAL_2

	Mandatory

	Applicability
	Visualization Portal.

	Deprecation
	None

	Related Requirements
	None

	

	Description

Provide a detailed view of the current status for resources that shows the results of the last execution of all the probes. Include all information requested in the summary view plus:

· List of probes executed

· Detailed results of probes

· Last execution time for probe
· Link to historical view

	Input from TP

Detailed view example in visualization portal.

	Pass/Fail Criteria
Pass if the detailed view is provided for any selected resource with all the information specified above.

	Related Information



	History




	Resource Historical View

	ID
	MON_PORTAL_3

	Mandatory

	Applicability
	Visualization Portal.

	Deprecation
	None

	Related Requirements
	None

	

	Description

Provide a historical view of the probes executed at resources. Show graphically in a timeline the results for the probes. For any given probe show the detailed view fields when selected.

	Input from TP

Historical view example in visualization portal.

	Pass/Fail Criteria
Pass if the historical view is provided for any selected resource with all the information specified above.

	Related Information



	History




	Resource Filters

	ID
	MON_PORTAL_4

	Mandatory

	Applicability
	Visualization Portal.

	Deprecation
	None

	Related Requirements
	None

	

	Description

Provide ways to filter the information shown in the web interface for all the possible views of the portal. At least, the displayed resources should be filtered by the following constrains:

· status of resource (select just one status or several)

· type of service

· supported VO

· site which the resource belongs to

· specific name of resource
· for historical view, range of dates which will be used for the information.

	Input from TP

Resource Filters example in visualization portal.

	Pass/Fail Criteria
Pass if the resource filters are provided and they work as expected.

	Related Information



	History




	Responsiveness

	ID
	MON_PORTAL_5

	Mandatory

	Applicability
	Visualization Portal.

	Deprecation
	None

	Related Requirements
	None

	

	Description

Visualization portal should provide fast response to user requests. Information should be displayed as soon as possible. If too much information is to be shown the portal should use a paginated interface or dynamically load the content.

	Input from TP

TBD

	Pass/Fail Criteria
Maximum time to provide the response to user requests is XX seconds.

	Related Information



	History




	Linkable Views

	ID
	MON_PORTAL_6

	Mandatory

	Applicability
	Visualization Portal.

	Deprecation
	None

	Related Requirements
	None

	

	Description

Views should have unique URLs that are independent to the user session. This links should work for different users.

	Input from TP

Link example for views.

	Pass/Fail Criteria
Views links must work for different users and/or sessions.

	Related Information



	History




1.3 Probes

1.3.1 Probe template

	Probe Template

	ID
	MON_PROBE_1

	Mandatory

	Applicability
	Always

	Deprecation
	None

	Related Requirements
	None

	

	Description

A template and documentation for the creation of new probes that can be integrated in the monitoring framework must exist.

	Input from TP

Template for probes and documentation for the creation and integration of probes into the framework (or link to those documents)

	Pass/Fail Criteria
The QC will pass if the template and documentation is available for external developers and is usable for creating new probes.

	Related Information



	History




1.3.2 Certificate Lifetime Probe

	Certificate Lifetime Probe

	ID
	MON_PROBE_2

	Mandatory

	Applicability
	Applicable to all components that need a host certificate.

	Deprecation
	This QC will be deprecated in future versions of this document, GENERIC_MON_1 should replace it (See [R 2])

	Related Requirements
	None.

	

	Description

Provide a monitoring probe that test the host certificate lifetime for the service is valid.

	Input from TP

Certificate Validity Probe.

	Probe Description

	Pre-requirements
	None

	Input
	Host to check (and type of service)

	Output
	Certificate lifetime or current validity

	Output Status
	OK if certificate is currently valid, ERROR otherwise

	Pass/Fail Criteria
Probe must exist and be able to check the certificate lifetime for the following services:

· CE

· WMS

· MON

· SRM

· LFC

· MyProxy

	Related Information

QC GENENERIC_MON_1 will replace this criterion in the future.

	History




1.3.3 CE Probes

	Job Submission

	ID
	MON_PROBE_3

	Mandatory

	Applicability
	Applicable to all CEs.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Provide a monitoring probe that tests the job submission at the CE is working.

	Input from TP

Job Submission Probe.

	Probe Description

	Pre-requirements
	None

	Input
	CE endpoint to check (and type of service)

	Output
	Job submission log, final status of the job.

	Output Status
	Return OK if the job was properly executed, an ERROR if the job was executed but failed.

	Pass/Fail Criteria
Probe must exist and work as expected. Errors in other systems that may be necessary for performing the test (e.g. BDII, WMS) should not return an ERROR.

	Related Information



	History




1.3.3.1 WN Probes

Probes that check various functionality that must be provided at the executing nodes. They submit a job to a CE and the job tests the functionality.

	CA Status

	ID
	MON_PROBE_4

	Mandatory

	Applicability
	Applicable to all CEs.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Provide a monitoring probe for checking the status of the CAs at the WN.

	Input from TP

CA Status Probe.

	Probe Description

	Pre-requirements
	None

	Input
	CE endpoint to check (and type of service)

	Output
	Installed CA version.

	Output Status
	OK if:

· the installed version of all the installed CAs is the current one.

· the certificate dir variable (X509_CERT_DIR) is pointing to the installed CAs

· the CRLs of the CAs are up-to-date. 

ERROR in any other case.

	Pass/Fail Criteria
Probe must exist and work as expected.

	Related Information



	History




	Csh support

	ID
	MON_PROBE_5

	Mandatory

	Applicability
	Applicable to all CEs.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Provide a monitoring probe for checking the proper support of csh shells.

	Input from TP

csh support probe.

	Probe Description

	Pre-requirements
	None

	Input
	CE endpoint to check (and type of service)

	Output
	None

	Output Status
	OK if a csh script is able to be executed in the WN, 

ERROR in any other case.

	Pass/Fail Criteria
Probe must exist and work as expected.

	Related Information



	History




	LCG Replica Support

	ID
	MON_PROBE_6

	Mandatory

	Applicability
	Applicable to all CEs.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Provide a monitoring probe for checking LCG replica support at the WN.

	Input from TP

LCG Replica support probe.

	Probe Description

	Pre-requirements
	None

	Input
	CE endpoint to check (and type of service)

	Output
	Log of performed operations

	Output Status
	OK if:

· LCG_GFAL_INFOSYS variable is set

· Check if Close (or VO default) SE has any free space left according to the information system.

· Copy and register a file to the Close (or default) SE into default space area works, a list of replicas is retrieved.

· Copy the file back from Close SE to the WN, original and copied files are the same.

· Replicate the file from close SE to a chosen 'central' SE.

· Delete given file(s) from SRM. 

ERROR in any other case.

	Pass/Fail Criteria
Probe must exist and work as expected.

	Related Information



	History




1.3.4 SRM probes

Probes for checking SRM services.

	SRM Endpoints list

	ID
	MON_PROBE_7

	Mandatory

	Applicability
	Applicable to all SEs.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Provide a monitoring probe to check if the SRM is properly defined in the BDII.

	Input from TP

SRM endpoints list probe.

	Probe Description

	Pre-requirements
	None

	Input
	SE endpoint to check and BDII.

	Output
	Listed endpoints in the BDII

	Output Status
	OK if the SRM host to check is defined in the BDII and has an endpoint defined,

ERROR otherwise.

	Pass/Fail Criteria
Probe must exist and work as expected.

	Related Information



	History




	SRM file list

	ID
	MON_PROBE_8

	Mandatory

	Applicability
	Applicable to all SEs.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Provide a monitoring probe to check if it is possible to list files on a given SRM

	Input from TP

SRM file listing probe.

	Probe Description

	Pre-requirements
	None

	Input
	SE endpoint to check, VO to check.

	Output
	List of files in the SE

	Output Status
	OK if the listing works.

ERROR otherwise.

	Pass/Fail Criteria
Probe must exist and work as expected.

	Related Information



	History




	SRM file management

	ID
	MON_PROBE_9

	Mandatory

	Applicability
	Applicable to all SEs.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Provide a monitoring probe to check if it is possible to manage files on a given SRM

	Input from TP

SRM file management probe.

	Probe Description

	Pre-requirements
	None

	Input
	SE endpoint to check, VO to check.

	Output
	Log of actions

	Output Status
	OK if the following actions are performed without problems:

· copy a local file to SRM

· list the file in SRM

· get transport URL for the file

· copy the file from SRM to local and compare they are equal

· delete the file from SRM.

ERROR otherwise.

	Pass/Fail Criteria
Probe must exist and work as expected.

	Related Information



	History




1.3.5 Information Services Probes

	Information Service Status

	ID
	MON_PROBE_10

	Mandatory

	Applicability
	Applicable to all Information publishers.

	Deprecation
	This QC will be deprecated in future versions of this document

	Related Requirements
	None.

	

	Description

Probe dealing with services that publish information about themselves or about other services.

	Input from TP

Information Service Probe.

	Probe Description

	Pre-requirements
	None

	Input
	Service endpoint to check, type of service (e.g. top level, site level, CE...), freshness limit of information

	Output
	None

	Output Status
	OK if:

· Connection to the ldap server is established and information can be retrieved

· Information published is fresh enough (freshness is below the passed parameter) 
· Information published corresponds to the type of service 

ERROR otherwise.

	Pass/Fail Criteria
Probe must exist and work as expected.

	Related Information



	History

V1.2 Added Freshness limit as input parameter


1.4 Database
This set of QC refers to the databases used for storing the metrics and the discovery of resources.

	Metric List Fetching

	ID
	MON_DB _1

	Mandatory

	Applicability
	Metrics Database

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The list of metrics to use in each of the services must be fetch at regular intervals from a given central location.

	Input from TP

Test of the metric fetch mechanism.

	Test Description

	Pre-requirements
	None

	Input
	Location of central metric database

	Output
	List of updates to perform to the local metric DB

	Pass/Fail
	PASS if the metrics are fetch and a list of updates for the local DB is produced

	Pass/Fail Criteria
Test must exist and pass

	Related Information



	History




	Resource List Fetching

	ID
	MON_DB _2

	Mandatory

	Applicability
	Metrics Database

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The list of resources to be tested should be dynamically discovered using the various information systems available.

	Input from TP

Test of the resource fetch mechanism. The test should ensure that the list of sites to be tested meet the following requirements:
· listed in the BDII

· listed in the GOCDB

· status in the GOCDB is Certified

	Test Description

	Pre-requirements
	None

	Input
	Synchronizer configuration file. 

	Output
	List of updates to perform to the local resource DB

	Pass/Fail
	PASS if the resources are fetch and a list of updates for the local DB is produced

	Pass/Fail Criteria
Test must exist and pass

	Related Information



	History




1.5 Automatic Service Configuration (yaim)

The following Quality Criteria specify what modules are requested for the automatic configuration of the service.

	Nagios Configuration Generation Configuration

	ID
	MON_CFG _1

	Non Mandatory

	Applicability
	Monitoring host.

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The installation should provide working configuration mechanism for the NCG.

	Input from TP

Automatic configuration modules for the NCG service.

	Module Description

	Pre-requirements
	None

	Input
	Configuration template

	Output
	NCG configuration files that run properly in the system. Inclusion of a cron for running the configuration generator. Provide a way to maintain existing configuration if the admin wants

	Pass/Fail Criteria
Pass if the created NCG configuration works properly. Fail otherwise.

	Related Information



	History




	Nagios Configuration 

	ID
	MON_CFG _2

	Non Mandatory

	Applicability
	Monitoring host.

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The installation should provide working configuration mechanism for basic Nagios functionality.

	Input from TP

Automatic configuration modules for the Nagios service.

	Module Description

	Pre-requirements
	None

	Input
	Configuration template

	Output
	Basic Nagios configuration that run properly in the system. Inclusion of any services needed at typical runlevels. Proper access permissions to admin and non-admin users. Provide a way to maintain existing configuration if the admin wants.

	Pass/Fail Criteria
Pass if the created Nagios configuration works properly. Fail otherwise.

	Related Information



	History




	Information System Configuration 

	ID
	MON_CFG _3

	Non Mandatory

	Applicability
	Monitoring host.

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The installation should provide working configuration for publishing information about the service (BDII).

	Input from TP

Automatic configuration modules for the Information service.

	Module Description

	Pre-requirements
	None

	Input
	Configuration template

	Output
	Working configurations for the information system (BDII). Add it to typical runlevels

	Pass/Fail Criteria
Pass if the created BDII configuration works properly and is started in the typical runlevels. Fail otherwise.

	Related Information



	History




	HTTP Server Configuration 

	ID
	MON_CFG _4

	Non Mandatory

	Applicability
	Monitoring host.

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The installation should provide working configuration for httpd.

	Input from TP

Automatic configuration modules for the http server.

	Module Description

	Pre-requirements
	None

	Input
	Configuration template

	Output
	Working httpd configuration for Nagios. Inclusion of httpd at typical runlevels. Provide a way to maintain existing configuration if the admin wants.

	Pass/Fail Criteria
Pass if the created httpd configuration works properly and the httpd is included at typical runlevels. Fail otherwise.

	Related Information



	History




	Databases Configuration 

	ID
	MON_CFG _5

	Non Mandatory

	Applicability
	Monitoring host.

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The installation should provide working configuration for the different databases used by the system.

	Input from TP

Automatic configuration modules for the ATP and MDB.

	Module Description

	Pre-requirements
	None

	Input
	Configuration template

	Output
	Working configurations for the different databases used:

· metric store db

· ATP db 

No drops on the existing databases should be made. Add the db daemons to typical runlevels. Add any needed synchronization crons.

	Pass/Fail Criteria
Pass if the databases are configured correctly. Fail otherwise.

	Related Information



	History




	Visualization Portal Configuration 

	ID
	MON_CFG _6

	Non Mandatory

	Applicability
	Monitoring host.

	Deprecation
	None

	Related Requirements
	None.

	

	Description
The installation should provide working configuration for the visualization portal.

	Input from TP

Automatic configuration modules for the visualization portal.

	Module Description

	Pre-requirements
	Database, Nagios and http server configuration performed

	Input
	Configuration template

	Output
	Working configurations for the visualization portal, accessing the databases and Nagios configured previously

	Pass/Fail Criteria
Pass if the created configuration allows accessing the visualization portal. Fail otherwise

	Related Information



	History




2 Accounting Capability

The use of resources within the e-Infrastructure must be recorded for understanding usage patterns by different user communities and by individuals within their communities.
2.1 Interface

A consistent interface and message format is required for different resource types to record the use made of their capabilities by different users and to inject these records into the accounting store.
3 References

	R 1 
	UMD roadmap: https://documents.egi.eu/public/ShowDocument?docid=100

	R 2 
	Generic UMD Quality Criteria
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