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ESI Outline

EGI-Engage

* |ntroduction to EGI

« Services for distributed computing, data
management and AAl

 New requirements, new challenges
« Towards the European Open Science Cloud




The EGI Services are provided
by the EGI Federation

EGI Council participants: national e-infrastructure providers and
international research organisations (CERN and EMBL)

. Integrated e-infrastructure providers

- 826,000

Cores of compute capacity

560,000

Terabytes of storage capacity

48,000

15

Research Infrastructures
integrated with EGI
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S EGI Membership

EGI-Engage https://www.egi.eu/about/egi-foundation/
« Major national e-Infrastructures: 22 NGls
 EIROs: CERN and EMBL-EBI

« EGI Foundation
 (ERICs)

-
2
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é5| International Partnerships

EGI-Engage
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EGI Federation, 2016 QR3
%Ef‘g! The largest distributed compute e-Infra worldwide
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Serving researchers and innovators

EGI-Engage

Size of
individual
groups

WLCG

VRE projects

PeachNote
CEBA Galaxy elab

Semiconductor design

ELI WeNMR Agroknow Main-belt comets
LifeWatch DRIHM CloudEO Quantum pysics studies
IECI\(/?SSO VERCE CloudSME Virtual imaging (LS)
CORBEL MuG ECOhYd"OS Bovine tuberculosis spread
RBE AgINFRA gnubila Convergent evol. in genomes
ENVRIplus MST Sinergise Geography evolution
LSGCx, o SixSq Seafloor seismic waves
SuperSite loitation TEISS 3D liver maps with MRI
Environmental sci: Terradue Metabolic rate modelling
neuGRID Ubercloud Genome alignment
Tapeworms infection on fish
ESFRIs inati iti ‘ ir
’ Multinational communities Industry, Long tail
FET flagships SMEs
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SIS Supporting international research
EEﬁl communities and thematic services

Installed compute capacity trends 2011-2016

EGI Installed HTC compute capacity (logical CPU cores), 2011-2016

s

Example: Structural Biology

o Distribution of users (2016, QR3)
300000 » 2700 users
- ] > 81 countries

2011 2012 2013 2014 2015 201601 2016 Q3 (CredItS: A' BonVInl WeNMR)
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Astronomy/Astrophysics/Astro-particle physics

EGI projects and Rls in EGI

EGI-Engage
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Synoptic Survey Telescope/LSST, PAMELA, ESA Planck
Mission, XENON etc.
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S Supporting international research
EEﬁl communities and thematic services

Installed compute capacity trends 2011-2016

EGI Installed HTC compute capacity (logical CPU cores), 2011-2016

ERG

Structural Biology

\.' il oy
o Distribution of users (2016, QR3)
300000 » 2700 users
- ] > 81 countries

2011 2012 2013 2014 2015 201601 2016 Q3 (CredItS: A' BonVInl WeNMR)
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EGI-Engage

i)
ot
o=

L

Cloud Compute >

Run virtual machines on demand with complete control over
computing resources

Cloud Container Compute >

Run Docker containers in a lightweight virtualised
environment

High-Throughput Compute >

o Wl

Execute thousands of computational tasks to analyse ‘arge
datasets

Training

FitSM training >

Learn how to manage IT services with a pragmatic and
lightweight standard

.f.., Training infrastructure >

| Dedicated computing and storage for training and education

Services Catalogue

Storage and Data

Online Storage >

Store, share and access your files and their metadata on a
global scale

Archive Storage >

Back-up your data for the long term and future use in a
secure environment

Data Transfer >

Transfer large sets of data from one place to another

Service
Catalogue

EGH: ad

http://go.egi.eu/ServiceCatalogue
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Cloud Compute

Run virtual machines on-demand with complete

control over the computing resources

e On-demand provisioning
e Full control over computing resources
e Standard interface to deploy on multiple service providers

e Execute compute- and data-intensive workloads, including
GPGPU computing in the cloud

e Host long-running services
e Create disposable testing and development environments

e Select virtual machine configurations and applicatior
environments

e Manage your Cloud Compute resources
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EGI-Engage

Communities using Cloud Compute

The EXTraS project is
harvesting 13 years of data
collected on-board

the ESA’s X-ray space
observatory XMM-Newton.
The project is using Cloud
Compute to implement four
lines of analysis with ad-hoc
software pipelines

The DRIHM project is
prototyping an e-
infrastructure to simulate
extreme hydro-
meteorological events such
as ash ooding.

The National Bioinformatics
Infrastructure of Sweden
uses Cloud Compute to
provide bioinformatics tools
to their researchers,
including tools to predict 3D
protein structures, for
example. So far, more than
6,700 unique users in 73
countries have made the
most of these resources
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es| EGI Federated Cloud

EGI-Engage System of cloud
infrastructures

Standard user interfaces

— Clouds and their
interconnections are based
on open standards, open

technologies
— Based on OCCI/OGF and
OpenStack

 Harmonised operational
behaviour

* Value proposition:
distributed cloud

computing for analysis of
distributed large datasets
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EGI-Engage

Uniform

user interfaces

Benefits

VM and block storage management:

gggj - On every site

n Oopenstack Nova - On OS sites

Object storage management (optional):

CDMI - on any site
u OpenStack SWIFT — on OS sites

-_OpenSta:k‘

OpenNebula

Harmonised
operation

DpenNebula

Cloud registry
Information system
Virt. Machine marketpl.
Usage accounting
Access control

OpenStack
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EGI-Engage
o
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Ry Porting of LOFAR calibration pipeline 1/2
™ LOFAR use case details

» Measurement sets: datacubes
(3D data): two Fourier spatial
coordinate axes plus a
spectral axis.

» A datacube can reach several
terabytes.

*» LOFAR telescope allows up to g
488 subbands, which can /
reach several GBs. xG8

//xGB

« Each subband processed
independently.

Credits: Susana Sanchez Exposito - CSIC
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cci Porting of LOFAR calibration pipeline 2/2

EGI-En~-~~
Implementing the Use Case: COMPSs application ‘

» COMPSs: ot ubproces

) . import sys
* a data-driven programming model import 0s
it exploits the inherent parallelism of the from pycompss.api.task import task
applications from pycompss.api.parameter import *
It executes the application tasks as soon as
their input data are ready @task( script_name = FILE)
* a VM orchestrator def iter_calib(script_name):
It starts and contextualize the VM instances os.chmod(script_name,0744)
needed to execute the application tasks subprocess.call(script_name)
It also checks the status, gathers the outputs print “end evecutiong”
and deletes the VM instances i _name__=="__main__":

args = sys.argv(1:)
DATA_PATH=args(0)

* Our COMPSs application: TEMPLATE_FILE=args{1]

. f=open(TEMPLATE_FILE,'r')
* A python SCI'lpt content=f.read()

f.close()
« |t iterates over the subbands Nst_f=0s.Kstdir(DATA_PATH)
execuﬁ ng for each one a COM PSS for directoryin list_f: # Iterate over the data inputs
task if os.path.isdir(DATA_PATH+"/"+directory):
new_content=content.replace("INPUTDATAPATH" directory)
script_name="job"+directory+".sh"
* They calls the LOFAR software (= f=open(script_name,"w")
executes a script) to process the fwrite(new_content)
subband. Lclose()

iter_calib(script_name)
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P Outcomes

EGI-Engage

« The computing capabilities fulfil the requirements

from the use case

« The memory and cpu needs depends on the specific pipeline
step, and the EGI federated cloud allows to configure virtual
machines with different capabilities.

» A better storage solution is needed

* The user data are too large to be stored in the VM images.
They should be stored in volumes easily mountable from
several VMs and synchronized across different cloud
providers.

 COMPSs facilitates the porting and deployment of the
application
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Cloud Container Compute

Run Docker containers within isolated user-

space with no overhead

e On-demand provisioning
e Lightweight environment for maximized performance

e Standard interface to deploy on multiple service
providers

e Reduce time to production by removing friction
between development and operations environments

CD
I

e [nteroperable and transparent
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High-Throughput Compute

Analyze large datasets by executing large numbers

(thousands) of computational tasks

e Access to high-quality computing resources

¢ Integrated monitoring and accounting tools to provide information
about the availability and resource consumption

e Workload and data management tools to manage all computational
tasks

e Large amounts of processing capacity over long periods of time
e Faster results for your research
e Shared resources among users, enabling collaborative research

OO
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e Use of EGI High Throughput Compute, Online Storage, Archive Storage ODIRAC
e Use of DIRAC for Data Cataloguing and Workload Management
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Online storage

& Store, share and access your les and their metadata on

a global scale

e Assign global identifiers to files

e Access highly-scalable storage from anywhere

e Control the data you share

e Organise your data using a exible hierarchical structure

e Highly scalable storage system accessible from anywhere
e Easily share data
e Access through different interfaces
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Archive storage

01101”

Back-up your data for the long term and future

use in a secure environment

e Store data for long-term retention
e Store large amount of data
e Free up your online storage

e Stores large amounts of data
e Long-term retention
e Reliable and interoperable
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Data Transfer

Transfer large sets of data from one place to another

e Move research data fast
e Specialized analytics of on-going transfers
e User interface to manage transfer and network resources

e |deal for very large files
e Able to handle large amounts of files
e Transfer process with automatic retry
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eci EGI AAl New Architecture

EGI-Engage

Attribute
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) name
Attributes
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. Why a IdP/SP Proxy?

EGI-Engage

« Service Providers (SPs) can have one statically
configured IdP

* No need to run an IdP Discovery Service on each EGI
SP

« Connected SPs get harmonised user identifiers and
accompanying attribute sets from one or more AAs that
can be interpreted in a uniform way for authZ purposes

« External IdPs only deal with a single EGI SP proxy

EGI services will not have to deal with the complexity of
multiple IdPs/Federations/Attribute Authorities/
technologies.
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cci EGI AAIl Features

EGl-Engage Available via eduGAIN
|dP Discovery

User Enrolment

User Consent

Support for LOA

Attribute Aggregation
/_‘ PrUC'Fi_OQ ] °  SAML2.0 Attribute Query,
REST, LDAP
* Support for OIDC/OAuth2
Providers

) e
. fg'f; IdP/SP Proxy

* Google, Facebook, LinkedIn,
" ORCID

Ready for production | ®  Support for OIDC/OAuth2 services
el Alpha * Experimental support for elDAS

B orcio) - S L
f r’Social ID ] sueAn

SAML 2.0
OpenlD Connect

®
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e®0,

= . i Open Data Platform

EGI-Engage

* Manage entire data life cycle from raw data
to preservation

« Combine efficient computation services with
open data managed by federated
infrastructures
— No local staging of data for processing

» Share public datasets for download or
reuse

 Make public datasets discoverable
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EGI-Engage

GUI

Web based

Easy data
management
and sharing,
access control

Publication of
data items

and

collections

REST

Advanced
data and
collection
management
API for
integration
with
community
tools and
portals

Open Data Platform interfaces

CDMI

Standard data
management
operations

Advanced
metadata
queries

Integration
with future
data
management
applications

POSIX

Enable direct
mounting of
spaces in the
local
filesystem
without full
data transfer

OAI-
PMH

OAIl Data
Provider
interface

Dublin Core
metadata by
default

More complex
metadata can
be registered
in ODP
manually

HTTP

Direct
download of
open data
from URL’s




EGl-Engage Q
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identifier (e.g.
DOI)
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Open Data Platform workflow

Public Services
For Data Discovery

B |
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Discover data set
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preview in
browser using
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Direct mount
Via POSIX

Copy of

Data-set-1.1
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Mount open data set directly
on desktop or VM (in read
only mode)

Private Resources




EGI role towards the
§E5| European Open Science Cloud
ngage
 An Open Science Service Exchange as partnership of
public/commercial organizations and initiatives

responsible for

— Provisioning of wide set of services to researcher and innovators
- consolidation of national e-Infrastructures, open standards,
technical and business process integration among the suppliers
(e-Infrastructures, Research Infrastructures etc.)

— Platform integration for community-specific capabilities with
coordinated outreach

— Aggregation of demand for economies of scale, technical
requirements translations, cross-border access via brokering and
procurement, end-to-end operations

— Development of human capacity
— A “Digital innovation hub” to support innovation with industry/SMEs
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Thank you for your attention.

Questions?

®° ®
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