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1 Effort

TBC
2 General overview of Activity in the period
The service which received accounting data from hosts running the EMI2 (Java) version of the APEL accounting software was shut down in January. There were only 4 sites remaining to migrate to EMI3 and they were assisted in the move through GGUS. Additionally, all but 1 of the sites using the SSM1.2 version of APEL messaging software have migrated to version 2. This change involved changes to message format as well as the messaging software. Only OSG remain publishing via version 1.2.
There have been 3 releases of the APEL software in the period: 1.3.1 which fixed the reporting of roles and groups from FQANs; 1.4.0 which improved the GridEngine parser; 1.4.1 which provided compatibility with the latest version of GridEngine and made parallel job reporting the default.
The central repository began sending data from the EMI3 service via the message brokers to the development accounting portal. The data schema includes more fields which account for multicore jobs.
Discussions at the FedCloud face to face meeting highlighted the need for extra data to be included in the Cloud message format. This requires development at the central repository which has been completed in this period. It adds fields for benchmarks and number of ip addresses. Improvements to way that long-running VMs are reported was also requested and this development will be considered for the next period.
3 Performance againSt Service Targets
The following table shows performance against targets:
	Service level parameter
	Target


	M1 average
	M2 average
	M3 average
	M4 average
	M5 average
	M6 average

	Availability
	99
	100
	100
	99.09
	99.85
	100
	99.82

	Reliability
	99
	100
	100
	99.09
	100
	100
	99.82

	Support priority
	Medium
(displaying average response time [wd])
	0.41*
	0.16
	0.14
	0.13
	0.12
	0.11

	* One ticket was raised to top priority when it was assigned to the messaging team but then we forgot to change the priority again when it was reassigned to APEL leading to a breach in the response time target: https://ggus.eu/?mode=ticket_info&ticket_id=109884#update#9


4 Issues arising in the period
In November, the Debrecen site misconfigured their software to pull messages from the accounting queue rather than send messages. This resulted in some accounting data being stored at the site rather than at the central repository. The data was recovered. The Security team were informed but decided to take no action. The messaging team were informed and the read permissions on the queue were changed.
In March and April, misconfigured software at CERN caused the message brokers to crash. This in turn, caused the APEL central repository software to crash. The APEL central repository service was down over a weekend and restarted on the Monday morning. The messaging service failed to keep 3 days of data in the queue so some data was lost. Most affected sites have republished. Remaining sites are being followed up in GGUS.

The messaging team have not discovered the cause of the data loss. The APEL central repository software has been made more resilient to dropped connections.
5 Measures planned 
No measures are planned as the issues were dealt with in the period.
6  Foreseen activities and changes 
The end of the EMI2 service means that availability/reliability test will be moved to a different host. It also means that software to generate Pub/Sync accounting monitoring tests will be rewritten to use data in the EMI3 system.
As part of the end of the EMI2 systems, the historical data will be moved to the new systems and the old systems will be shut down. Some work will be required in the portal to make the current development portal, and its views of the multicore accounting data, into the production portal. This work awaits the completion of contracts at CESGA.
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