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Table 1: Table of references

	R 1
	EGEE III SA1 SLA https://edms.cern.ch/document/860386

	R 3
	EGI Site-NGI OLA https://documents.egi.eu/document/31

	R 4
	EGI MS404 https://documents.egi.eu/document/65


1 Introduction

OLAs within EGI serve the following purposes:

· to ensure mutual understanding of the principles of cooperation between EGI parties;

· to define the responsibilities of each party; 

· to set the procedures for monitoring the fulfilment of commitments towards the users of the infrastructure and of the operational services; 

· to define a set of requirements that satisfy the users and the operators of the infrastructure; 

· to establish reporting and problem-solving procedures. 

EGI adapted the EGEE site-ROC SLA[R 1] as its current site-NGI OLA[R 2] with few changes to employ EGI terminology.  As part of the work in MS404[R 3], and feedback collected from the OLA questionnaire distributed to NGIs in August 2010 and during the OLA workshop in the EGI technical forum during September 2010, several points where the OLA has been improved have been identified. An OLA task Force was formed in October in order to make the recommendations for OLA changes to the NGIs for approval, starting with the existing site-NGI OLA. This task force is consisted by NGIs that responded to the call for participation, TSA1.8 and is chaired by the EGI Chief Operations Officer.
The Task Force performed 2 EVO meetings and through them and the discussions in its mailing list is now in position to make recommendations for the site-NGI OLA.

Table 2: List of NGIs participating in the OLA Task Force

	NGI
	Person

	NGI_FRANCE
	Helene Cordier

	NGI_NDGF
	Vera Hasper

	NGI_SWEDEN
	Mats Nylen

	NGI_ITALY
	Alessandro Paolini

	NGI_PL
	Tomasz Szepieniec

	NGI_AEGIS
	Dusan Vudragovic

	NGI_GRNET
	Christos Kanellopoulos


2 Recommentations for changes to the site-ngi OLA
2.1 Minimum resources and minimum sets of services. 

Sections 8 & 9 of the current OLA require at least one site BDII, a CE or SE, and an EGI compatible accounting service. Eight Worker Node CPU cores and 1 TB of grid storage are also required. These requirements are inherited from EGEE and they were based on what was reasonable at that time for a grid site which is expected to accept and run user grid jobs plus the requirement for the site to execute and pass the critical SAM tests.
 Since EGI progresses to a service oriented infrastructure, sites may offer certain services without the traditional set of computational and /or storage resources. For example a site may offer only a WMS service, or a top BDII etc. To reflect this situation in the OLA there are 2 proposals for consideration:

1. Sites to be required to offer as minimum a site bdii and at least one additional service, as agreed with its NGI. This means that the NGIs decide which are the minimum resources to be provided by their sites. This requires changes only in the OLA text and can be adapted immediately

2. Site provides a site BDII and defines the services it provides on its own, or in an agreement with the VOs it supports.  This means that sites define the minimum resources/set of services they provide on their own, in line with an OLA between them and the VOs they support. This requires the “virtual site” concept (similar to the VO feed mechanism) to be integrated into operations tools like GOCDB and thus depends on their development roadmap.
2.2 GGUS tickets response thresholds. 

Section 12 of the OLA requires that sites and NGIs acknowledge GGUS tickets within 4 hours. However on several occasions, especially in the OLA questionnaire distributed to NGIs during August 2010, there was feedback that this limit is too low for small sites that have one system administration that may have other duties too. One example is meetings that can last much more than 4 hours. To address these concerns while not degrading the quality of services there are 2 proposals:

1. Normal tickets threshold for acknowledgement is increased to 8 hours. The timeframes for solutions could be defined by GGUS priorities.

2. Alarm tickets and team tickets are to be acknowledged no later than 4 hours. The mechanism to achieve this (for example an SMS to site admin) can be defied into an agreement between the site and the VO. 
As these proposals do not require development work they can be adapted immediately in the OLA.
2.3 Required grid middleware

Section 3.2 of the OLA requires site to run supported versions of EGI endorsed middleware. This can be more correctly rephrased to “run middleware which is in line with the UMD roadmap”. This can also be adapted immediately.

2.4 Site support at least one non monitoring VO

Section 12.1 of the site-NGI OLA requires the site to support at least one community VO, in addition to monitoring VOs. However, this does not sufficiently cover the case of sites supporting training activities. The proposal is to change this requirement for a site to support at least one non-monitoring VO. This change can also be adapted immediately. Development work would be needed to monitor this through information advertised by the site and VO information in the CiC portal.

2.5 Increase suspension thresholds for sites.

Section 14 of the site-NGI OLA requires the site to be removed from the production infrastructure if it achieves less than 50% for Availability for 3 consecutive months

As the infrastructure matures, it is possible to increase the quality of service provided to communities by increasing this threshold to 70%.

Preliminary evaluation of the impact of such a change shows no significant change (3-4 extra sites would meet the suspension threshold per month).

The impact will keep being evaluated during the next months. Enforcement can start on the 2nd year of the project, with the first suspension procedure with the new threshold starting in May 2011.

2.6 Thresholds for core services. 

Core services as central services provided either by NGIs or EGI. The consensus is they should have higher Availability and Reliability thresholds than sites. However before a threshold can be set, the current status should be evaluated in order to make a realistic proposal. 

This would require nagios probes for Central Services and results for these probes to be published in a fashion similar to current grid sites.
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