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1 EFFORT 

LIP 2.5
IFCA 2.5 

5 in total.

2 General overview of performance in the period
During this period  there were a total of two regular releases for UMD components the  3.12.0 ([1]( and  the 3.13.0 ([2]),  two revision updates ( 3.13.1 and  3.13.2 ) and two security updates  emergency updates ( 3.13.3 and 3.13.4). In total 18 products and sub-components were deployed and tested. The need for the revision update 3.13.3 was related with a missing package in the regular release 3.13.0 for the cvmfs 2.1.20 component.  

Regarding the stage rollout activity a total of 32 reports was performed by 9 sites from 6 NGI's (see figure in document). If we take into account the number of components release this represent an increase in the SR activity but also it's slightly biased due to the fact that next regular release 3.14.0 will occour after the date fo this report.  Off notice it's the continuous importance of staged roll-out participation in the URT regular meeting's together with the WLCG  Middleware Readiness Working Group. 

To finalize since September we been testing the workflows for the next major release UMD-4. This new UMD major release include suport for two new OS, Centos7 and Ubuntu. Also the inclusion of new product's coming PT's developing cloud products revealed some integration issues due to the difference in release cycles between OpenStack and Ubuntu. This is being discussed inside the Software Provisioning team but a formal decision it's not yet reached.  Along this discussion a change in SR procedure it's foreseen. 
Regarding the GGUS performance service unit it showed no activity (0 tickets open) during this period. 
3 Performance against Service Targets

The following graphic shows the total number of staged rollout components tested per NGI:
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The following table shows performance against targets:

	Service level parameter
	Target


	M1 average
	M2 average
	M3 average
	M4 average
	M5 average
	M6 average

	Availability
	NA
	
	
	
	
	
	

	Reliability
	NA
	
	
	
	
	
	

	Support priority
	Medium
	
	
	
	
	
	

	[Other parameter]
	
	
	
	
	
	
	


4 Issues arising in the period
Python-daemon 1.5.2 was declared unsupported by EPEL team and consequently removed from EPEL repositories. This change completely broken the installation / update of many of the middle ware components. The immediate solution was to integrate the missing rpm's into UMD repositories and this was accomplished with UMD update  3.13.0. The need for the revision update 3.13.3 was related with a missing package in the regular release 3.13.0 for the cvmfs 2.1.20 component and the 3.13.4 was related to an impornta bug introduced in 3.13.2 security update.
5 Measures planned 
Internal discussion about the issues with including the cloud components into UMD-4. 
6  Foreseen activities and changes 
No activity during this period so no need to review any of the OLA.
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