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1 Effort
The effort in the period did not deviate from the usual parameters except in the first part, as detailed in the next section.

3.11 PM
2 General overview of Activity in the period
For the May/October period the ticket response times for the Accounting Portal (Medium QoS profile) were separated into two periods. The first one was a interim period in which the staff usually dedicated to the Portal had their contract expired. In this period, and particullarly the second month, the response times are very bad since the replacement staff were not well versed in the maintenance activities. 

In the second period, the interim situation was solved, and the reponse times are excellent, with sub-hour response in some cases.

The A/R figures have a similar distribution, with bad values in the first period, with a absolute minimum on 95,50% in that period. The second period has 100% values except for the last month. In this case, there were unavoidable electrical works in the Data Center that forced us to shut down the machines for several hours. The appropriate downtimes were sent and all actors involved notified, but the A/R calculation does not have downtimes in account.

3 Performance againSt Service Targets
The following table shows performance against targets:

	Service level parameter
	Target


	M1 average
	M2 average
	M3 average
	M4 average
	M5 average
	M6 average

	Availability
	99,00%
	95,76%
	95,50%
	100,00%
	100,00%
	100,00%
	98,96%

	Reliability
	99,00%
	95,76%
	95,50%
	100,00%
	100,00%
	100,00%
	100,00%

	Response

Less Urgent
	5
	0.02
	16,85
	
	
	0,02
	0,05

	Response

Urgent
	5
	1
	
	
	
	0,08
	

	Response

Very Urgent
	1
	0.99
	11,64
	
	0,03
	
	

	Response

Top Priority
	1
	0.12
	
	
	
	
	


4 Issues arising in the period
Apart from the problems in the general description due to severe staff shortages, there were no notable incidences. In the last month, electrical works in the data centre forced downtimes that were duly announced with enough time.
5 Measures planned 
We have implemented a logrotate mechanism to avoid disk space problems in the development instance. This does not affect production, but it will increase the availability of experimental services only in Development
6  Foreseen activities and changes 
· Study feasibility of failover server.
