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1 Effort
During this period GRNET spent 8.5 PMs on software provisioning service maintenance and CESGA spent 6 PMs to maintain the Verification Testbed.

2 General overview of Activity in the period
2.1.1 Software Provisioning infrastructure 

During this period the software provisioning infrastructure added support for UMD-4

UMD-4 Support which included the followitk tasks.
a. preparation of the admin-repo service in order to handle the UMD-4 releases. In sort, this task includes:

· preparing the database backend for the new UMD major release

· registering the OS/archs pairs that will be supported under UMD-4, namely SL6/x86_64, CentOS7/x86_64, Ubuntu 14/amd64)

· test the setup in terms of operation, rpms signing, composition of the new release etc.

b. preparation of the UMD repository-frontend to be able to handle UMD-4

We also discussed with Operations team on how to provide an EMI Repository alternative. The outcome of the discussions is to test community repository in order to see if it is a feasible solution.

2.1.2 Verification Testbed

During this period the verification testbed has been available 24/7 and there was not any relevant issue or downtime on it. These statistics can be checked on the Nagios SAM box configured to monitor the testbed machines (https://test23.egi.cesga.es/nagios/) and also to test new SAM releases before going on production. Also, CESGA was in charge of maintaining the machines for this testbed keeping their OS and digital certificates updated and also preparing new machines for running new tests.  Also CESGA provided a access to the testbed machines through rOCCI and using fedcloud VO
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3 Performance againSt Service Targets
The following table shows performance against targets:

	Service level parameter
	Target


	M1 average
	M2 average
	M3 average
	M4 average
	M5 average
	M6 average

	Availability
	90%
	100%
	100%
	100%
	100%
	100%
	99%

	Reliability
	90%
	100%
	100%
	100%
	100%
	100%
	100%

	Response Time
	medium
	7.02
	7.02
	1.55
	7.88
	6.85
	0.75

	[Other parameter]
	
	
	
	
	
	
	


4 Issues arising in the period
There are quit a few tickets assigned to the software provisioning service SU which are not our responsibility as we only provide a service we do not manage the content itself. This should be addressed as the statistics for the SU are not representative as we speak.  Also asking for new features on a service that has only maintenance tasks planed via a ticket created response times far larger than expected.
5 Measures planned 
No major issuer to report for this period.
6  Foreseen activities and changes 
Monitor the deployment of UMD-4 and provided support as necessary 
Deployment of new VM's templates for test purposes, made with the new "umd-verification" software procedure in mind. These new templates were done following the concept of "disposable virtual machine", that look for a future dynamic, quick and reproducible verification scheme.
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