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Abstract

This user guide describes the user interfaces of gWRF Web Portal. The web portal of gWRF (grid-
based WRF), developed by Academia Sinica Grid Computing Centre (ASGC), utilizes the global grid
computing resources for the weather simulation by the Weather Research and Forecasting (WRF)
model. The gWRF web portal supports high performance simulation and significantly reduces the
barrier of numeric weather analysis.

This material by Parties of the EGI-Engage Consortium is licensed under a Creative Commons
x Attribution 4.0 International License.

P The EGI-Engage project is co-funded by the European Union (EU) Horizon 2020 program
under Grant number 654142 http://go.egi.eu/eng



http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
http://go.egi.eu/eng
https://documents.egi.eu/document/2784

EGI-Engage

COPYRIGHT NOTICE

OMOM

This work by Parties of the EGI-Engage Consortium is licensed under a Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/). The EGI-
Engage project is co-funded by the European Union Horizon 2020 programme under grant number
654142.

DOCUMENT LOG

Issue | Date Comment Author/Partner

v.l 14/04/16 Document creation E. Yen/ AS

TERMINOLOGY

A complete project glossary is provided at the following page: http://www.egi.eu/about/glossary/

({1 2



http://www.egi.eu/about/glossary/

EGI-Engage

Contents

A [ 0¥ o Yo 1¥ [y o oY TN 4
P V- Y B Y -SSP PPPPR 5
Y 10 o 101 =Y e o T\ Ao Y Gl o 1 A 6
N N VL VA EY U F=] 1741 4o Y T 10

£
L
3



EGI-Engage

1 Introduction

Weather Research and Forecasting (WRF) model is a state-of-the-art regional modeling tool
developed at the National Center of Atmospheric Research (NCAR) of US. It is designed to serve both
operational forecasting and atmospheric research needs and it has a rapidly growing community of
users all around the world.

The gWRF web portal supports high performance simulation and significantly reduces the barrier of
numeric weather analysis. The web portal of gWRF (grid-based WRF) utilizes the global grid
computing resources for the weather simulation by the Weather Research and Forecasting (WRF)
model. To improve the WRF overall efficiency, gWRF allows the most computing intensive WRF
model to run on the Grids whereas users handle WPS and post-processing which do not require
intensive CPU resources on a shared front-end or on their local machines. DMCC designed a package
of scripts and made WRF MPI version running on EGl-based Grid infrastructure.

User only needs the web browser to access to the gWRF web portal services. The following
browsers are supported:

* Chrome 3+
*  Firefox 3.5+
* Operal2+
» Safari 4+

* Internet Explorer 8+
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2 Main Page

From the main page, user could login to the gWRF services with his/her personal certificate
with EUAsia VO membership. Background and contact information of gWRF web portal
services could be also found at the gWRF web homepage in Figure 1.

Getting Start Take a glance over glLite-based WRF

glite-based WRF (gWRF) is the Weather Research and Forecasting Model (WRF) perted to
the glite grid infrastrusture and its current functions includes the following:

(http) m
Run WRF solver (MPI) on glLite grid infrastructure through a package of bash scripts
Provides basic job submission and menitoring function (https)
Using GridFTP for inputs preparation and outputs retrieve gLite U, GridFTP Client
Job log and done outputs are sent back in real-time
Post-processing and visualization are still user responsible Job Flow
Data Flow

Info Flow
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There are four parts in gWRF workflow

User Interface [UI)
glite Ul is a suite of clients and APls that users and applications can use to acce ss the
glite services from both the LCG and glite software stack

Workload Management System (WMS)
glite WMS responsible for tasks distribution and management across gri d resources, it
pass the job to an appropriate CE for execution

Computing Element (CE)
Computing nodes, usually a cluster, where the job executes in

GridFTP
A glite GridFTP server, for job input/output transfer

glLite-based WRF Workflow

For more information, please refer to About page

Academia Sinica Grid Computing | www.twgrid.org
Institute of Physics, Academia Sinica
Rm. P7E, No.128, Sec2, Academia Rd, Nankang, Taipei 11529, Taiwan
TEL:+886-2-27898371 / FAX:+886-2-27835434

Figure 1 gWRF Web Portal Homepage
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3 Simulation Workflow

Running WRF simulation involves execution of several pre-processing steps for the input data,
initial conditions and boundary conditions at first. The second step is running the WRF core which
is computing intensive to generate simulation results of every certain number of time steps and
output several result files. The last step is to hide the complexity of both Grid and WRF, gWRF
provides the Web Portal Services to integrate numerical weather pre-diction tools and the e-
Infrastructure. The general workflow running WRF is shown in Figure 2.

2. Running WRF
1. WPS - WRF Preprocessing System ideal.exe - ideal case initialization program

wrf.exe - model executable
External Data

Sources

WRFV3

WRF Preprocessing System

Static d
Geographical  fd geogri
Data

Gridded Data -H
NAM,GFS,RUC, ||
AGRMET, etc
: Programs to Program to
b, create IC/BC

ideal.exe
real.exe

WPS

integrate model
+ geogrid: Define size/location of model
domains and interpolate static terrestrial l 3. ARWpost is a
fields to simulation grids Fortran program that
« ungrib: Extract meteorological fields ARWpost ;iaddiuvé’pﬁ_ﬁg\i 'tr;‘z';','t
from GRIB files l generates GrADS
« metgrid: Horizontally interpolate output files.
meteorological fields (from ungrib) to GrADS

simulation grids (defined by geogrid)

Figure 2Workflow of running WRF

For the pre-processing, user could run DomainWizard at his/her own computer or using the DMCC
front-end server with the terrestrial data and Gridded data as Figure 3. WRF Prepro-cessing
System (WPS) is used to define simulation domain area and nests, produce static fields such as
terrain, land use, soil type on the simulation domain, and interpolate meteoro-logical data (such
as wind speed, pressure, temperature, etc.) to WRF model grid.
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WPS - WRF Preprocessing System

You're runeng Java (JRE) 1.7
Directory Configuration (all directories must be on same computerTile system)

Competor 117.103.106.2

WPS Programs  Jopt/pkg/wrf/ WS

External Data

SOU!CGS Goography  Jopt/pkg/wri/geog

Domains /home /jimmy/WRF

Static oK Cancel
Geographical e v = i
Data =

Gridded Data
NAM, GFS, RUC,
AGRMET, etc

Figure 3WRF Preprocessing System by DomainWizard

Then, running core WRF processes involves two steps. First steps are to create initial condition and
boundary condition files according to model levels defined. The second step is to integrate
models. In gWRF web portal, user could choose Simulation from the Menu bar to create a new
simulation job as Figure 4.
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800 gWRF-Home

m (A (2] hsosa) gt vwgrd org vt simuiaton s

£ Google Yahoo YouTube Wikipedia W-M myNou

Simulation Hande your gWRF projects and jobs

E

Current Regions

Region 0 Description Action Simulation

Demo_1 2013-01-21 upleaded / dema F3 ] =+ Create Job
Typhoon 2015-01-11 uploaded / Conson FN | + Create Job
UHI 2013-01-21 uploaded / tutorial L i =+ Create Job

=+ Add New Region

Need a test job? Download samplecase1 (a randon daily case, 18M) or samplecase2 (typhoon Conson, 14M), they all
contains:

+ met_em.d": WPS output, upload them as a region

+ namelist.input: physical parameters of job, using it to create a job

Academia Sinica Grid Ci ing | www.twarid.org
Institute of Physics, Academia Sinica
Rm. P7E, No.128, Sec2, Academia Rd, Mankang, Taipei 11529, Taiwan
TEL:+886-2-27898371 / FAX:+886-2-27835434

Figure 4 Running WRF simulation by gWRF

gWRF provides two samples for user’s reference in job submission. One is random selection of
daily data; the other one is the typhoon Conson which hit Taiwan in 2010. Results from the
preprocessing stage should be uploaded as a region. Once all required data are ready, user could
create a job to submit it to the Grid/Cloud. From gWRF web portal, when choose ‘Status’ from the
top menu, user could check his job status and get output as Figure 5.
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Status oo status and Output

Current Jobs

Prev 1 MNext

Job 1D Region Submit on Status Action Output
test -0 Demo.2 ig:f;c;m &
UHL1-0 UHI i?:;f;f1 Done{Success) i LN Q
;yp'mu' Typhoon ?03;]115 i3 Done{Success) i Ly <
2.0 Typhoon ?{;’:B 14 DonefSuccess) L] = s
daved0  Aug2é g;?;ﬂ Done{Success) i = Y

Figure 5Job status and output checking
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4 Result Visualization

Simulation results include the pressure and precipitation (Figure 6), temperature and wind map
(Figure 7), could be accessed from the Status page once the job is done. WRF output data files are
generally in NetCDF format. To visualise the final output, usually the output data will be converted
into GrADS format by ARWpost and then visualize by GrADS.
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Figure 6 Result Visualization of Pressure and Precipitation by GrADS on a specific time slice of series results
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Wind Map

Wind Map (m/s) on 00Z170CT2010

Figure 7 Result Visualization of Temperature and Wind Map by GrADS on a specific time slice of series results
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