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Abstract

The LifeWatch EddngageCompetenceCentrewas proposed with a clear missiocapture and
address the requirements of Biodiversity and Ecosystems research commuridiese-
infrastructure services supporting the different applications, and, when adequate, promote the
usage of EGl-mfrastructure In thisreport we summarizehe applicationsand serviceshat have
been considered for ntegration by the CompetenceCentre, describe how they can be
implemented, following the service oriented architecture proposed for LifeWatch, analyse the
status of their integration, and finally provide the correspondinfprmation about theirinterest,
current usageand future potential
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Executive summary

The goal of the LifeWatch EEhgageCompetence Cengr (LWEGICC) wa to capture and
address the requirements of Biodiversity and Ecosystems research communities.

Ourfinal analysis includes I€ervices in production addressing clear requirements in biodiversity
and ecosystem researclnd severabf them are currently integratedand areusingeGI FedCloud
resources These serviceare grouped undethe four different categoriesoriginally considered in

the Competence Cergrproposal: Observatories, Workflows, Virtual h& and Citizen Science
support. Their interest expands to other research areas, not only those closer on specific
functionalities, like for example énetics or Earth Observation, but also on generic techniques,
and in particular analytics: from support on HPC resources for R or Python, to deep learning using
GPUs. Many of the services can be considered interesting for supporting innovation in thef field
Big Data. Theise of open source components and of data management standards ntla&es
services even more suitable for further exploitation.

Thisanalysiscomes in a key moment for LifeWatch: the launching of the ERIC provides the perfect
timing to better integrate and consolidate all these servidbat have beendeveloped andare
supported by 20 centres in 6 European countries itlie European Open Science Cloud. This
integration exploitsthe close connectionthat already existswith EGI, through thiCompetence
Centre andwith projects such alNDIGGDataCloudusing itssdutions in complex Case Studies.

If the current experience of usage and impact, mainly basetboal level support, is extended to
a wider EU community, #Bse services coulgrovide ax added value to the ensemble @&
infrastructure resources that will be available in the framework of tBuropean Open Science
Cloud This would happen for example, with the transtéra genomic pipeline workflow, such as
TRUFA which is now accesseoly more than 200 useraorldwide in the field of biodiversity,to
applications in the health area; or think about the possibilities of a service oriented ixercit
science like Natusfera that could easily enatfie setup of progcts whereusers can upload and
discuss th& observations to reach more than5.000 users, and supportLatin America
communities

These examples of v tusej dpel baldnced hose that aresveryf noature wi d e r
and well known to the biodrersity community, such as the ongsovided by GBIF Spain and
Portugal, or by the advanced.ifeWatch Virtual Research Environments, launched on top of
FedCloud resources since 2015, and exploited by first line research groups and centres that
provide for example the references on the quality of our marine environment in Europe.

We foresee arintegration andimplementation plancoordinated from LifeWatch ERIC in close
contact with thenext EINFRA12(ayroject management; our previous common experience, in
particular in the EGEngage Competence Ceatiis the best guarantee of our responsiveness and
fulfilment of commitments, through an adequate internal organization, that will be reinforced
with the ERIC lawin.

! |dentified as EOSBubat the time of writing this report.
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1.Introduction

LifeWatcH, the eScience European Research Infrastructure for Biodiversity and Ecosystem
Research, is a distributed Researemfeastructure toadvance biodiversity research and

to address the big environmental challengesnd support kowledgebased strategic
solutions to environmental preservation. This mission is achieved by providing access to a
multitude of data sets, services and tools enabling the construction and operation of
Virtual Research Environments.
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LifeWatch is includeéh the 2016ESFRioadmap, having entered into operational phase in 2016,
and |l egally becoming an ERIC at the beginning
val ue, and 10 M€/ year for operation.

As an elnfrastructure of distributed nature,ifeWatch is composé”d)y Common Facilities, located
in Spain (Statutory Seat and the IGIh&astructure Technical Offices), Italy (Service Centre) and
The Netherlands (Virtual Laboratories and Innovations Centre):

The Statutory Seat and the ICE-Infrastructure Technical Officeswill jointly assist to the
coordination and management of the dag-day institutional relationships, administrative, legal,

2 http://www.lifewatch.eu
3https://ec.europa.eu/research/infastructures/pdf/esfri/esfri roadmap/esfri_roadmap 2016 adopted.pdf
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and financial issues. Those include, among others, technology transfer, procurement and IPR
matters, and the formal agreements with all the external data ar8eevices suppliers, and the
Service Legal Agreements (SLA) with local, regional, national and international entities, including
decision makers and environmental managers. Also, they willdinate and manage the ICTF e
Infrastructure distributed construction, maintenance and deployment operations, including
coordination of the design and implementation ofServices demanded by the Service Centre, the
Virtual Laboratories and Innovations Cemntras well as other Distributed Facilities. Thervice
Centrewill provide the interface with the Biodiversity Scientific Community, identify the needs of
the multiple user groups from different domains and areas of interest and coordinate the
developmentand operation of those Services related. Also, they will assist in deploying the
Services provided by the LifeWatch Research Infrastructure, including those enabling discovery,
visualization, and download of data and applications for analysis, synthadisradelling of
Scientific topics. Thus the Service Centre will identify new data resources, incorporate
vocabularies, semantics and Services to aggregate larger typologies of data. It will also provide the
optimization of the access and use of Servicetfeefacilities as a whole, and offer wedased

tools to facilitate Social Networking and Social Learning (includihgaening). Finally, it will
promote the awareness of LifeWatch for users and general public, and the enhancing the visibility
of LifeWatchscientific outcomes, by publicizing and disseminating them.Mih&al Laboratories

and Innovations Centravill coordinate and manage the requirements and needs analysis, design
and implementation of the scientific case studies and productions of theWatch Virtual
Laboratories. These -eabs will be implemented and deployed through the LifeWatch ICT
distributed elnfrastructure facilities, and made accessible through the Service Centre to the
Biodiversity Scientific Community. This procedure will gogea the overall coherence of the
Research Infrastructure by promoting synergies in regards to the semantic interoperability among
data, services and their final users.

Distributed Facilities- Member countries of the LifeWatch ERIC and scientific netwaires
encouraged to establish LifeWatch Centres to serve specialized facilities in the framework of the
LifeWatch services, in accordance with it overall architectural sché&imey are located in another

four member countries (Belgium, Greece, Portugal, Ria and Slovenia); the list of participant
countries extends to 14, including France, Finland, Hungary, Norway, Slovakia and Sweden.

LifeWatch allows its users to enter new research areas supported lylitisastructure, building
capacity to foster nevopportunities for largescale scientific development; to enable accelerated
data capture with new technologies; to support knowledge based decision making for the
management of biodiversity and ecosystems; and to support training programs.

ConnectingLIFEWATCH arii|

Since the design phase LifeWatch architecture has been based in a Service Oriented Approach,
exploiting the possibilities offered by commonirdrastructures, and in particular exploring the
option of cloudbased services, as quoted altBain the LW statement for H2020 in 2013.

e :
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As shown in figure 1, LifeWatch integrates different data resources, some of them more specific to
biodiversity and ecosystems research, like collections or measurements and observations series
from ecological obsrvatories, others of wider scope, like genetic information, satellite images or
meteorological measurements.

[ l Collaboration
{ 3\ «  Commaon Exploratory Environment
Collaborative Virtual Organisations
Users Workflow development
— — — - — Semantic Matching

Visualisation

Comp05|t|on Analysis & Processing

— » Integration of resources
Quality controls
e-Infrastructure . Grid computation
| ] | ] |
Data
Resources « Existing measurements & observations
Real-time sensor networks
\ J (earth based and remote)

Other infrastructures

Figure 1: LifeWatch basic architecture scheme

EGI elnfrastructure, and in particular EGI FedCloud resources, was considered one of the best
options to provide the anfrastructure layer required, where analysis and processing tools can be
deployed and executed. TheifeWatch Competence Cerdrunder the EGEngageproject
addressed the adoption and exploitation of the EGI infrastructure by the LifeWatch user
community, in particular by deploying basic tools required to support data management, data
processing and modelling for Ecological Observatories, considéhieagservices required to
support workflows oriented to the deployment of Virtual Labs for LifeWatch, and exploring the
possibilities to offer a better support to the direct participation of citizens in LifeWatch
contributing observation records, in partilew those including images uploading and processing.

The collaboration established between EGI and LifeWatch through this Compe@srde along

the lasttwo years has been quite successful, with very active participation of different LW centres
and alsoof several NGls related to the LW participant countries, resulting in a rich catalogue of
potential solutions, presented below, mangf them already integrated anéh operation using EGI
FedCloud resources.

e 7
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Definition of Services

Theservice portfoliopresented in what followsepresents the expertise in provisioning services,
tools and platforms as introduced before, that is fully described in the different services templates
below. The added value of this consortium is the joint expertise both ensftecific scientific
research area, and on the integration with the requiredinfastructures. The expertise
represented by LIFEWATCH ERIC is based otottimasted and complementary experience of
close to 20 different research groups in six Ebuntriesthat will continue their collaboration in

the next years under the LIFEWATCH ERIC umbrella.

The “Scientific and Technical ‘dieckides thefollowang o f
figure showing some examples of data, modelling and analysis dhtped based on the expected
e-Services provided by LifeWatch distributelhizastructure.

LIFEWATCH Thematic Services

Operations Services Base Services
——— Services Taxonomy &

] Systematics
Annotations repository

L ) Species Richness &
Sl Ecosystem Services
Provenance/citation repository Services i
y Biodiversity Valuation

Semantic Mediation Framework
\ J

Woarkflow management

b 4
r -
_

Figure 2: Examples of main services provided by LifeWadithastructure

Portal Server(s)

This initial scheme is in evolution to match trealistic requirements of the researcheri their
different projects and initiatives, and also take into account new research and technical advances.
The list of srvices analysedovers many of those requirements and incorporates also some of
those advances, andne of our key targets is to consolidate our service organization scheme
taking also into account the connection and integration with the basiefrastructure services.

The collabration with EGI initiativés very important for LifeWatch to achieve thibjective, and

at the same time our demanding requirements and ttiehness of our stakeholders, including
public administration, consultancy companies, many of them SMEs, and citizen scientists,
providesa real challenge to oufuture objectives

The following table sunmarizes the list of services consded within the Competence Cené:

4 http://lifewatch.eu/-/m/851/Scientific%20and%20Technical%20descriptid0®6%20LifeWatch%20ERIC. pdf
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Service Name

Main area

Main teams involved

Statug

1-Collaborative
platform for

Observatories
Data

LWBe, LWGr [VLIZ (Be
HCMR (Gr)]

Integratedin production
usingFedCloudesources

observatories Management
2-Modelling Water | Observatories| JRU LW.ES, NBS$, NGIT | In production using
Masses Modelling [[FCA(Sp), Ecohydros(SM partially FedCloud

(Sp), CITIC (Sp), INFN(It)]

resources

3-Data Services

Observatories
Data

LW-Gr [HCMR (Gr)]

In production at HCMR

Management
4-GBIF data acces] Observatories| JRU LW.ES, LRI, NGES,| In production using
biogeographic Data NGHPT [GBIF Spain and Gl partially FedCloud
context Collections Portugal, LIP(Pt), IFCA(Sp)| resources
5-Citizen Science | Citizen JRU LW.ES, NBS$ [BIFI(sp] Integrated and
Services Science CREAF (Sp), GBIF node (] in production using
Data IFCA (Sp), U.Granada (Sj partially FedCloud
Processing U.Cordoba (Sp)]. resources
6-Image Citizen JRU LW.ES, NES [BIFI (Sp| Developed, integrated
Classification Deey Science IFCA (Sp)] and in production using
Learning Tools Data FedCloud resources
Analysis
7-Genetic Services| Virtual Lab LWGr [HCMR (Gr)] In production at HCMR
8-MiroCT Virtual Lab LW.GR [HCMR(Gr)] In production at HCMR
9-R Services Virtual Lab LW-Gr, LWBe, JRU LW.H In production at HCMR,
Analysis [HCMR (Gr), VLIZ (Be), IH Integrated andin
(Sp)] production using partially
FedCloud resources
10-Semantic Tools| Virtual Lab LWHIT [UniSalento (It)/INFN] In production at
Data UniSalento
11-Phytoplankton | Virtual Lab LWHIT [UniSalento (It)/INFN] In production at
VRE Data Analysis UniSalento
12-Ecological Data| Virtual Lab LWHT[UniSalento (It)/INFN] In production at
analysis platform | Data Analysis UniSalento
13-Digital Virtual Lab JRU LW.ES [IFCA (9 In production using
Knowledge Data U.Sevilla(Sp), CITIC(Sp)] | partially FedCloud
Preservation Management resources
Framework Analysis
14-Remote Virtual Lab JRU LW.ES [IFCA (Sp),| In production at JRUW

Monitoring and
Smart Sensing

Data Analysis

Sevilla  (Sp), Andaluc

SmartCity (Sp)]

ES

15TRUFA

Workflows

JRU LW.ES [IFCA (Sp)]

In productionat IFCA

16 -Declic

Workflows

NGHFR, +NGES [PGTB(Ff

UPV(Sp)FranceGrilles]

In productionat PGTB
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All the services included in the previous table have been analysede EGEngagelifeWatch
CompetenceCentre meetings regardingtheir interest as servicesn the LifeWatch context,
however not all of them are ahe same level of integration with EGI FedCloud infrastructure, as
indicated in he statuscolumn:

-Developed the service has been developed as part of the-E@jage LW CC effort.

-Integrated: the service has been integrated to use EGI FedCtesdurces, as part of the CC
effort.

-In production using(partially) FedCloudresources the service is availahlét useseGI FedCloud
resources, andt is considered of interest for LifeWatch researchefhie tagpartially applies to
complex services combining different resources, some of them external to FedCloud.

-In production (ata [ 2 5 A & Geavdked): tizé ®Rice is in production using local resourata
LW centre (like UniSalento or HCMR), and it has not beardally funded by the project, buit is
considered of interest for LifeWatch researchers, d@sdintegration as a thematic service under
the European Open Science Cloud has been propdsethe CCwithin a 24 months framework

Regarding how these serviEean globally contrilte to the challengesve need to address in our
biodiversity field and in generaland although the very specific information is included in the
different templatesincluded below it can be noted that:

- several of the services areedicated to analytics, from those supporting the use of daily tools like
R or python accessing HPC resources, to those exploiting new techniques like deep learning using
latest generation of GPUs; as they are offered through web interfaces they can pfodde sy user

entry points”, and not only to LifeWatch wusers
in these tools for analytics.

- most if not all the services are based on open source components, as this is a required condition
in the LifeWatchinitiative. Moreover, the biodiversity and environmental community is well
known by playing a practive role in the development, promotion and adoption of standards, and

not only in its own areas. As relevant examples in the services proposed, ongedimecuse of
standards for access and exchange of -based information, the promotion of the EML
(Ecological Metadata Language), the use of taxonomic standards in GBIF, and more in general the
promotion of RDA outcomes and more explicitly a FAIR+R apipr@s proposed for example in

the platform for knowledge preservation service. At a more basic level, the services are deployed
or proposed to be deployed into the Cloud infrastructure adopting open standards, like those
supported by the INDIGODataCloudnitiative, and implemented in EGI FedCloud infrastructure.

A clear advantage of this approach, and basic to LifeWatch given the key role to be played by
other stakeholders like public administrations and external companies developing or exploiting
solutions, is the possibility for interoperation. LifeWatch has a very wide, and we hope also
correct, vision on this topic, and we have made a bet not only to be able to interoperate at the e
infrastructure level, for example by considering the use of hybrididtiresources, as currently

E(SI 10
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explored inprojects likeINDIGGDataCloud but also to be able to cover this interaction along the

full application lifecycle, following amgile and DevOpsapproach, that enables the tight
collaboration between different actors from the start (requirements, design) to the end
(deployment, performance, validation, support). This global vision on open development and
implementation of services is in our opimane of the diferential features of our serviceand

al so one of the best guar amdudiens ev el t hef saosat ase:
the future.

Exploiting the possibilities offered by the cloud framework
Regardingtie explicit listof advantages and possibilities offered by the use of a cloud framework
we also try to summarize the current status:

-Most of the services are designed taking into account the integration with federated AAI,
compute, storage and data management seegprovided by EGIThe main links are detailed in

the summary table presented, but further details are provided in the detailed templates. As an
example, many of the services are running on EGI FedCloud virtual machines, the LifeWatch VO is
also operationalsince two years ago, several applications are usingtainer solutionsor
exploiting the access tblPC resourceddoreover, LifeWatch is committed to support a common

AAl solution developed in the EINFRA framework and that is the main reasonifaoit&ement in

the AARC?2 initiativas well.

The list of services covers a wide range of digital capabilities (from data acquisition, storage,
management, processing, analytics and visualization) on different dataset types, some as simple
but interesting as Hstorical records of temperature or radiation at ecosystems, others as complex
as high resolution satellite images in different bands from last generation Earth Observation
programs.

Another target within LifeWatch is the support of the offered servid®gs an adequate
management, help desks, and technical documentation. This is ajoimg effort, that we expet

to further expand within our nexproject, focussing mainly on the needs from communities new
to the field that want to explore and use the ser®s for multidisciplinary projects.

The services have shown, through their use, their relevance to international research
collaborations, and are open, under the corresponding policies, to international user groups. As a
relevant example, the TRUFA gerionpipeline, has provided more than 2 million hours of
computing time in an HPC system in the last months to more than 200 researchers worldwide, an
impact also reflected in the publications that have benefited of this usage.

As already indicated all thgervices are implemented on standabdsed open architectures and
technologies, and, even more, LifeWatch promotes the development of open source solutions,
and the integration of the development under a DevOps orientation promoting also an Agile
approach We consider this as amportant step required by services in productican approach
already adopted in many other initiatives. The possibility of a transparent test and validation of
the services and their implicit dependencies on other (mainly opemjponents is key to this.

e 11
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Along this line, the detailed templates specify the relevant set of user groups that have used the
services described, and in some cases also provide evidence of the positive results. Notice
howeer the difference between a prodtion level for some of the services in opgion for many

years, and a productiotevel for the same service after integration with the EINFRAvices
offered by EGI.

Most if not all the services presented already benefit from a high level of exploitagmmices like
GBIF.ES or GBIF.PT are serving the relevant communities with a high demand; relatively new
applications for Citizen Science like Natusfera have already collected more than 5000 images and
the user community has more than 1000 individualse tmarine VRE is in daily usage by the
researchers at VLIZ and HCMRntres to assist in the collection and processing of the
observations providing the monitoring measurements of the different marine areas in Europe, etc.
etc. Regarding the innovation pential, and in particular in relation to the collaboration with the
industry, we can point to the implementation of deep learning techniques for image recognition
using large training datasets, or to the parameter sweeping to find the best modelling a# alg
bloom in a water reservoir in collaboration with an SME.

e 12
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2.Potential impact and current usage

Analysis of potential impact of LifeWatch services

Our exploitation plan is based on the fact that the services offered are becoming part of the
LifeWatch ERC services, and ssupported by the detailed technical and financial plan officially
approved for LifeWatch as an ESFRI

As described in the official ESFRI roadmap for 20lieeWatch initiative joins 7 EU countries as
members and another 7 as participants, and repr
operation budget of 10ME€.

The biodiversity and ecosystem research community that LifeWatch services target is gery wi
First of all, it includes researchers in biodiversity and ecosystems research, mainly biologists and
environmental scientists, but also in other technical related fields, in different research centres
and universities, and also in museums and managenoématural reserves. LifeWatch services

will be available to these researchers, and an estimation of the potential number of users exceeds
5.000 EU researchers and more than 10.000 worldwide. This community publishes more than
10.000 papers/year only othe specific areaof bi odi ver sity” (acco%j.ding t
A second group of users includes environmental agencies (at European, national, regional and
local level), and includes also consultancy and engineering companies, involved in managem
actions. And another very large and increasing group of final users are associations and citizen
scientists.

The orders of the potential number of users for the next 5 years of LifeWatch services can be
estimated to be: 0(3.000) for basic researchien(500) for researchers involved in management of
biodiversity and natural resources, 0(10.000) for citizen scientists.

Current and expected use

The current number of users of the services presenteate 1.000 for basic researchers (notice

that for example GBIF.ES and GBIF.PT provide data service to their national communities, or that
one of the popular services, TRUFA, has more than 200 active users submitting pipelines in the last
year), 0(200) for remarchers involved in management (this number includes those participating in
different official monitoring activities and also specific projects, in particular LIFE+ projects), and
0(2.000) for citizen scientists (notice that >1000 were already activehénlast year in the
Natusfera project focused mainly in Spain).

® http://www.esfri.eu/roadmap-2016
®Web of Science, see wokinfo.com
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The current usage statistics and a fair estimatidrihe potential evolution, both provided by the

EGIEngage

groups responsible of the different servicésprovided in the following table:

ServiceName

Main teams involved

Current # users

Potential #users 2020

1-Collaborative
platform
observatories

for

LW-Be, LWGr [VLIZ (Be
HCMR (Gn)]

80

>500

2-Modelling Water| JRU LW.ES, NBE&, NGIT | 30 >100
Masses [IFCA(Sp), Ecohydros(SM
(Sp), CITIC (Sp), INEN(It)]
3-Data Services LW-Gr [HCMR (Gr)] 50 >1000
4-GBIF data acces JRU LW.ES, LMI, NGES,| >10.000 >20.000
under biogeographi¢ NGIPT [GBIF Spain and G
context’ Portugal, LIP(PtY)ECA(Sp)]
5-Citizen Scienc{ JRU LW.ES, NB$ [BIFI(sp] >1000 >5000
Services CREAF (Sp), GBIF node (
IFCA (Sp), U.Granada (Sj
U.Cordoba (Sp)].
6-Image JRU LW.ES, NBS§ [BIFI (Sp| 20 >1000
Classification Dee| IFCA (Sp)]
Learning Tools
7-Genetic Services | LWGr [HCMR (Gr)] 30 >500
8-MiroCT LW-GR [HCMR(Gr)] 20 50
9-R Services LW-Gr, LWBe, JRU LW.E 50 >1000
[HCMR (Gr), VLIZ (Be), IR
(Sp)]
10-Semantic Tools | LWIT [UniSalento (It)/INFN] | 90 >1000
11-Phytoplankton LWAIT [UniSalento (It)/INFN] | 70 >500
VRE
12-Ecological Datq LWHT [UniSalento (It)/INFN] | 90 >1000
analysis platform
13-Digital JRU LW.ES [IFCA (930 >50
Knowledge U.Sevilla(Sp), CITIC(Sp)]
Preservation
Framework
14-Remote JRU LW.EJIFCA (Sp), U 50 >200
Monitoring and| Sevilla (Sp), Andaluc
Smart Sensing SmartCity (Sp)]
15-TRUFA JRU LW.ES [IFCA (Sp)] >200 >500

Note: numbers in bold refer to users at international level.

" Detailed statisticsdatos.gbif.es (Fev2018n2017)9761 users16875 visits, datos.GBIF.pt (3 months,
Nov2016Jan2017)713 users 1154 visits.
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Appendix: Description ofthe services and their
Integration status with EGI dnfrastructure

1-Collaborative platform for observatories

Service overview

Thematic Service name Collaborative Platform for Observatory and sensor data analysis

Service description

Service provider

Service catalogue

Value

Current TLR level,
acceptance criteria and
validation/ verification
results

This service provides possibilities to collaborate with a team
researchers on the data analysis of the data generated by
operational marine observatory. The data flows through predefir
pathways to a secure data store. A data explorer that provides a st
of interactive user interfaces to the scientist is aviligafor preliminary
analysis of these data. This data explorer is supported by a perforr
stack of data storage, GIS and analysis systems.

The exploratory analysis can be extended in a secure co
environment where researchers have direct access to dlaga and
where code sharing, publication and versioning is facilitated.

The service already provides analytical services for a broad se
sample and sensor based data and can be extended to additional t
of sensors.

LIFEWATCH ERIC
SERVICE PROVIDED BY VLIZ

LIFEWATCH (MARINE) ANALYTICAL SERVICES

Easy explorative visualization and mapping, highhteractive,
performant analytical environment. Shared coding and developme
integrated data and processing.

TRL8

In production after being tested by both internal and external users
Used by Belgium observatory data useusefs@lifewatch.be PHd
students; researchers from research institutes and labs; use dt
analysis workshops.

Needs further integration and upscaling

Components  online: http://www.lifewatch.be/en/lifewatch-data-
explorer http://rstudio.lifewatch.be/authsigrin,

e
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Commnents presented at various fmrFor example:

-VLIZ Marine Scientist Day. Brugge, Belgium, 12 February 2016
Deneudt, K.; Maes, PYanhoorne, B.; Hernandez,(E016). Building an
online and interactive scientific data explorer for LifeWatch observa
data, in: Mees, Jet al. (Ed.)Book of abstractg VLIZ Marine Scientis
Day. Brugge, Belgium, 12 February 2016. VLIZ Speciala#ohli@5:
pp. 47,

-Lifewatch technical meeting, Crete;53June 2014
https://www.lifewatchgreece.eu/sites/default/files/pdf files/Collabore
tive-scientifiecplatforms.pdf

Access policy Policy based.
Data comes into the public domain after moratorium period.

Terms of use After moratorium data is published as alog data publication.
Upon publication of result Life#fch needs to beeferenced.

User groups and Biodiversity, Ecology, Ecosystem Research, Ocean...
scientific disciplines
served

Service business model The marine observatory is supported by Flemish government in
framework of the Flemish contribution to Lifewatch.

Service Name of Functional description, Provider

Sl el component applicable standards and If already
needed resource capacity (if appointed
applicable)

e.g. CPU Time, storage
capacity etc.

Observatory Data from Lifewatch VLIZ
Data observatoryBelgium

Data store: File based sensor data storage VLIZ
MongoDB

Data store: Spatial data storage and outpu VLIZ
PostGress

database +

GEOSERVER
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R server Analytical component  for VLIZ
scripting processes

RShiny  Servel Analysis andisualization VLIZ

apps interface basedn forms.

Repositories Repositories for scripts and SVN,
versioning. Github

Service integratiorwith generic elnfrastructures

Integration activity and EGI FEDCLOUD, LIFEWATIBIFRA

concerned
components

List of
service components

service

Further integration of components and upscaling performance need

requested EGI FedCloud: Compute, Storage.

AARC: AAI

Infrastructure integrationrequired

Description of
infrastructure
integration activitiegto
be planned

Training

Description of training
activities relevant to
the service

ACTIVITIES NEEDED: multiplication of server infrastructure (R se
Geosevers,..) t o i ncrease perfor ma
components by linking up components. Access regulated by cel
user authentication.

Data flow from ship or sensor to sars; data stores, RDBM:
vi suali zation interfaces, anal

ALREADY IN PLACE (IN KINDJo#ponents running on locakrvers;
de-centralized authentication

Specifidraining activities would need to be developed for users

e
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2-Modelling Water Masses

Service overview
Thematic Service name WATER MASSES MONITORING AND MODELLING

Service description This service aims to integrate different tools to manage the d
that serves as input for Hydrodynamics and Water Qua
Models, in particular those performed using Delft3D frc
Deltares. The use of those different tools will deploy a ws
friendly and dynamic environment capable to exploit computi
and storage resowes over a cloud framework to do differer
actions:

- Data Management.

- Scenario and calibration performing for hydrodynamicsl e
water quality modeling over aser friendly interface.

- Models performing using distributed storage system.

All the comporents involved in the service will integrat
transversal tools to act coordinately.

The service can be applied to different type of water ma
including rivers, lakes, reservoirs and oceans.

Service provider LIFEWATCH ERIC

SERVICER®VIDED BY IFCEGOHYDROS SME
Service catalogue LIFEWATCH MODELLING SERVICES
Value - Userfriendly access to computing resources.

- Easy parameter sweep for calibrating models and
scenario deployment in water masses (Hydrodynamics
Water Quality).

- Access to computing and storage resources and dynat
staging of data (avoiding sasources on laptop, PC...).

- Integrated data and processing tools.

Current TLR level TRL8

acceptance criteria anc This service is sdiy different tools that are running and bein

validation/verification used. The use of Delft3D modelling software is being done

results in supercomputers and cloud computing resources within 1
context of different European projects and initiatives (ROE}
INDIGGDataCloud, Lifewah).
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The monitoring data has been gathered since 2010 and the ¢
visualization and management tool is running at IF
(doriiie02.ifca.es).

Accesgolicy

Terms of use

User groups and scientifi

disciplines served

Service business model

Service architecture

Service

Presented at:

- Delft3D Users Meeting (Delft, The Netherlands, 2015 &
2016).
- INDIGG@DataCloud Review.

MARKET DRIVEN

Available for Life\&tch users

Ecohydros SL

Biodiversity, Ecology, Ecosystem Research, Marine Research

Contracts with Water Authorities/ Third parties

mbonent Name of Functional description, applicable Provider
components component standards and needed resource If already
capacity (if applicable) appointed
e.g. CPU Time, storage capacil
etc.
EGI Computing Resources IFCA/IBERGRIL
FEDCLOUD Dynamic deployment of running
instances (min. 4CPUs, 16C
RAM).
DELFT3D Modelling Software Deltares
MONITORING Data gathered from the water Ecohydros SL
DATA mass monitoring.
OneData Distributed Storage Service SW: INDIGO
Space:
Min. 500GB disk per user.
Rec. 1TB disk per user. IFCA/IBERGRIL
Future GW Friendly interface based on forms INDIGO
INDIGO Service to dynamically deploy th INDIGO

cal
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Orchestrator computing element.

Repositories  Repositories for Dockarontainers Dockerhub
and job script to run the model. Github

INDIGO IAM  Authentication and Authorization 1AM
service to access the components

Data Doriiie02.ifca.es IFCA
Visualization

and

management

Tool

Service integratiorwith generic elnfrastructures

Integration activity and The Water Mass Modelling Service is being used both

concerned service Supercomputer and Cloud Computing resources. The monito

components is also using cloud resources. The followimggration activities
can create a unique environment:

- Standard use of AAI solutions, working with all the differel
components.

- Use of OneData as distributed storage solution.

- Deployment of Data Management tools

- Dynamic deployment of running componentsing Virtual
Machines or Dockers in FedCloud resources.

List of requested service EGI FedCloud: Compute, Storage.
components AARC: AAI
| NDI GO: User I nterface (Futu

Infrastructure integration

Description of ACTIVITIES NEEDED:
infrastructureintegration  Monitoring platform
activities (to be planned) ALREADY IN PLAGEC

Training

Description of training ACTIVITIES NEEDED: Specific Training
activities relevant (to be  ALREADY IN PLACE (IN KIND):
planned Tutorial EGUWPICO, Environmental DataLab (Data Science Mas
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3-Data Services

Service overview

Thematic Service Data Services
name

Service description 1) One of the main characteristics of biodiversity data is its
crossdisciplinary character and the extremely broad range
data types, structures, and semantic concepts which
encompassedata Servicess set of data services that: i)
supportcataloguing ard publishingall the relexant meta
data informationof the Greek biodiversity domain, ii)
integrate datafrom heterogeneous sources by supporting
the definitions of appropriate models, iii) efficientlyscover
biodiversity dataof interest and enable thanswering of
complex queries that could not be answered from the
individual sources. ThBata Servicesllow the providers to
express their metdata in a schema agnostic wakie
provider is able to submit metadata according to their local
format (e.g. Dawin Core) and these are automatically
transformed with respect to the underlying centralized
schemata of the infrastructure for gaining the advantages
that semantic models offer.

2) TheData Services VRE
(http://metacatalogue.portal.lifewatchgreece.elivhich is
accessible through the Lifewatch Greece Portal, provides
access except of the aforaentioned services, to services of
data annotation, quality improvement, fundamental
searching, semantic graph browsing, natural text description
production, and data manipulatio It gives access to a
Virtuoso Triple store which acts as the metadata repository
and directory of the infrastructure, to an iRODS virtual file
system which acts as the comtestorage, and to an
annotation data base.

For more information, you can read the relevant software
description paper: Minadakis N, Marketakis Y, Doerr M,
Bekiari C, Papadakos P, Gougousis A, Bailly N, Arvanitidis
(2016) LifeWatch Greece dasarvicesDiscovering
Biodiversity Data using Semantic Web Technologies.
Biodiversity Data Journal 4: e8443.
https://doi.org/10.3897/BDJ.4.e8448r read the Data
Services manual:
http://metacatalogue.portal.lifewatchgreece.eu/getFile/doct
ments/Data_Services_Tutorial.pdf
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Service provider LifeWatch ERIC
Service provided by LifeWatchGreece from Institute of Mar
Biology Biotechnology and Aquaculture (IMBBC) at Hell
Centre for Marine Research (HCMR) with the cooperation of
Foundation for Research and Technology Hellas (FORTH)

Service catalogue Data Servicess part of LifeWatchGreece portal
https://portal.lifewatchgreece.eu/

Value The Data Services provide to the users / researchers an effic
way of discovering biodivetyi data of interest coming from
various sources and various formats by taking advantage of
semantic graphs capabilities. It enables complex query
execution and reasoning, answering to scientific questions t
are difficult (or impossible) to be awered by the individual
sources, saving a lot of time from the classical data discovery
access methods. Moreoverthey support the publishing,
annotation, cataloguing and integration of data, giving the abil
to the researchers to make their data plidy connected and
widely  distributed, taking the related credit an
acknowledgment.

Current TRL level, TRL 7 in evolution tdRL8 to be completed in 2017
acceptance criteria (system prototype demonstration in operational elvimeny.

and https://doi.org/10.3897/BDJ.4.e8443

validation/verificatio

n

Access policy UsingData Servicesequire users to register to LifewatchGreec
portal.

Terms of use For the time being, no terms of use are beamnforced.

User groups and Academics, Researchers, Scientists, Students
scientific disciplines

Service busines: For the time being the Data Services is offered as a free sel

model since its construction has been funded by taxpayers resour
Howeve, its maintenance will inevitably need some additior
resources. Thoughts have been expressed along the follov
lines:

1. A charge in those cases for which the use is targeted tc
industrial research and commits a great deal of its
computational resources

2. Any additional development, under the scheme of joint
venture.
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Service architecture

Service
components

Name of
component

Directory

Metadata
Repository

Content
Storage

Fundamental
Searching

Web
Application

Semantic
Data Services

Functional description,
applicable standards and
resource capacity

Virtuoso Triple Store, 128Gl

RAM, 1T storage capacity

Virtuoso Triple Store,128GB RALl
1T storage capacity

iIRODS, 128GB RAM, 4T store
capacity

Metaphacts  Platform  (JAVA
ReactJS), 128GB RAM, 1T stor:
capacity

JSP, JavascripSoftware

SOAP and REST services, JAVA
- Software

Service integration with generic-#nfrastructures

Integration
and

List of

service components

activity -
concerned -
service components -

content storage.
- Migrate/integrate fundamental search platform and
annotation services.

Infrastructure integration

Infrastructure

requested EGI FedCloud: Compute, Storage
AARC: AAI

EGIEngage

Provider
If appointed

HCMR

HCMR

FORTH

Metaphacts,
HCMR

HCMR

FORTH

Transform every Semantic Service in REST service.
Refine Data Service API.
Migrate/integrate metadata repository, directory and

Data Services will use FedCloud computing and storage resou

integrationactivities

(to be planned)

Training

cal
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Description of Training workshops, Webinars, vidaatorials available.
training activities

4- GBIF data access under biogeographic context

Service overview
Thematic Serviceame  GBIF data access under biogeographic context

Service description This service aims at providing access with advanced facets to
biodiversity data under a biogeographic context, usi
biogeographic regions as a domain for the data compilati
access, analysis and reporting, The services will be based ol
Atlas of Living Australia platform, including modules
occurrences, species and species lists, regions, spatial p
(including spatial analysis), and will include convenient .
servi@s to support webapps.

Service provider GBIF Portugal (Instituto Superior de Agronomia)
GBIF Spain (Real Jardin Botanico)
LIP
IFCA
Service catalogue Lifewatch Citizen Science Services
Value Biodiversity data is freely available through GBIF, eithertlier

global portal and services, or from national portals provided
the national nodes of GBIF. The latter access normally have
advantage of providing insights of the data to the user before -
actual download, helping to decide on the relevance bt
information for the purpose of the specific researc
Nevertheless, subjects of research in biodiversity and ecology
not limited by political borders that normally define nation.
portals, but are dependent of ecogeographical or biogeograph
domains, which implies that the user does not have availabl
resource with an integrated view of the information at the sce
of analysis, and has the burden of accessing, downloading
merging data from several sources.

The implementation of a portal athe portal based on a
biogeographical scale for the Iberian Peninsula, based on
Atlas of Living Australia, will allow the overcome those problel
providing an intuitive and ready to use service for assessment
use of biodiversity data
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Current TLR level, TLR 8
acceptance criteria anc
validation/verification

results

Access policy Wide access: users can freely access to data and ser
provided, provided they agree with the GBIF data user agreem

Terms of use GBIF Data user agreement

http://www.gbif.org/terms/data-user
User groups and Biodiversity, biogeography, climate change, invasive species,
scientific disciplines and farming, conservation, etc.
served

Service architecture

Service

Name of Functional description, applicable Provider
components component standards and needed resource If already
capacity (if applicable) appointed
e.g. CPU Time, storage capaci
etc.

Atlas of Living Virtual machines to suppori Openstack

Australia Apache Solr, Apache Cassand cloud compute
platform Apache Tomcat, Apache HTTP( EGI FedClouc
Postgres, MySQL (IFCA)

Service integration with generic-#nfrastructures

List of requested service API services available for data analysis by statistical packa
components provided by LifeWatch Competence Centre

Infrastructure integration

Description of Cloud compute support of Virtual Machines for tt
infrastructure implementation of web, data and indexingervices (e.g.
integration activities Cassandra, Solr, Postgres, MySQL, Tomcat, Apache Web Sen

relevant to theservice
(to be planned)

Training

Description of training Training programs running by the Spanish GBIF n
activities (http://www.gbif.es/formacion_in.php) and (soon) Portuguest
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5- Citizen Science Services

Service overview

Thematic Citizen Science Services
Service name

Service (1) Natusfera Hfttp://natusfera.gbif.es/ )A platform to publish, manage
description and integrate biodiversity observations (species occurrences)
(2) Automatic image analysis using Al and creavalysis ¢ i t i
contributions). Taking as pilot the orchids scenario we can expan(
scope with any set of scientific images
(3) PyBossa: Crowdsourcing any task. Given a set of data (images,
audios) the service allows the creation of individual tasks that
delivered to visitors
(4) Generating 3D models from pictures. Giverset of pictures of any
natural resource (e.g. a tree, or a mountain) 3D models are automatic
generated on the cloud
Generating maps from pictures. Given a set of pictures of a given re
(e.g. taken with drones for emergency management), maps
automatically generated on the cloud
(5) CINDA Hhitp://www.cinda.sciencej. An Open Science platforn
created for manage campaigns and contributions of volunteer networl

Service - CREAF | Ecological aRdrestry Applications Research Centre (Spa
provider - Spanish GBIF Nod&SIC

- Instituto de Fisica de Cantabria (Spain)

- BIFtUnizarlbercivis(Spain)

- iEcolab, IISTA, Univ. Granada, Univ. Cérdoba

Service -Keep track: your natural observations and taxotslign the cloud
catalogue -ldentify species: Connect with other users to get help identifying wha
you see

-Gather information to identify the impacts of global change in order tc
desigh management actions that minimize them

-Create capacity, disseminate knowledgksarn about nature through
community support tools, increase your knowledge talking to other
naturalists; Collaborate in interesting projects, or create your own
-Support sciences: Help scientists find out where different taxa occur
-Produce and makavailable different data products (maps, lists,
summaries, analyses,..) relevant for the users

Value Enabling unprecedented sharing anduse of information related to
biological species and their geographic distributions for a variety of |
communities: citizen scientists, land and protectatea managers,
scientists, etc.
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Longterm monitoring based m the collaboration between citizens ar
scientists.

Increased number of potential users of the knowledge produced by
observatory.

Current TLR Provide information about

level, (1) service statslin terms of completeness and maturity (including link
acceptance relevant documentation),

criteria. and TRL &: in production and mature

validation/ (2) service acceptance criteria defined by customers and/or u

verification (including e.g. aspects related to interoperability, availabili

results installability, performance, portability, recoverability, safety, scalabili
usability;

Performance is satisfactory. Aspects such expanding the user base
enhancing interoperability needs further work.

CINDA (Service 5)raultilingual, multiserver (ipermits to connect to any
server where CINDA has bemstalled) and multicampaign.

(3) results of validation and verification activities involving sen
providers and user communities.

For service 3, PyBossa automatically implements validation with v
unit replicationquorum. Researchers can perform their own-laotc
verification.

Access policy Users are requested to register to publish and manage data and proje
Information tag as public by the respective contributors a freely availe
to anyone.

Tools developed for thesgervices are Open Source

Terms of use For service lhttp://natusfera.gbif.es/pages/privacyin Spanish)
For service 5Shttp://www.cinda.science/operdata/ (in Spanish)

User groups Anyone with an interest in biodiversity from different avenues:
and scientific e Science

disciplines e Biodiversity conservation
served e Landmanagement

e Citizen science and civil initiatives

e [Ecotourism

e Recreation activities

e Etc.
Service Public funding, in the understanding that this service is a-efiettive
business system to gather manage and share biodiversity information relef@nt
model science and essential for sound management and decision me

regarding environmental issues (e.g. invasive species, protected sy
and areas, water quality, etc.)
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Service architecture

Service
components

Name of Functional description, Provider

component applicable standards and If already
needed resource capacity appointed

Identity and AAl IFCA

Access

Management

Cloud Compute Computing Resources IFCA

Online Storage  Storage Resources IFCA

Service integration with generic-#nfrastructures

Integration
activity and
concerned
service
components

List of
requested
service
components

For service 1 (Natusfera):

-Under discussion: Building a gateway to allow data transfer and
integration with the GlobaBiodiversity Information Facility (GBIF).
-Exploit images and identifications to build and refine compassisted
species identification services based on machine learning methods

Cloud Compute

Online Storage

Archive Storage

High Throughput Compute

Infrastructure integration

Description
of
infrastructur
e integrdion
activities
relevant to
the service
(to be
planned)

Training

Description
of  training
activities
relevant

Shot in the dark: developing software components to enable d
transfer and integration wh GBIF

Software development and ICT enhancing aimed to an image b
computerassisted species identification system

Training event aimed to citizen science organizations

Training event aimed tprotected area managers

Workshop for parties interested in installing and deploying their o
Natusfera platforms (using their own ICT infrastructure or the c
already in place and dedicated to the current Natusfera site.
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6- Image Classification Dedgarning Tools

Service overview

Thematic
Service name

Service
description

Service
provider

Service
catalogue

Value

Current TLR
level,
acceptance
criteria and
validation/
verification
results

Access policy
Terms of use

User groups
and scientific
disciplines

Service
business
model

IGDLT (Image Classification Deep Learning Tool)

IGDLT (Image Classification Deep Learning Tool) is a service designed t

users to train an image classificatory basedveeb. It is supported by different

Neural Networks and Deep Ledmg tools and based on Python.

The use of DLT is a twesteps process:

- First, the Neural Network is trained with the images datasets and tags
provided by the user. This steps need accesSRaJs.

- Second, the trained Neural Network is connected with the web service t
provides a wekbased environment to upload new images to be classifiec
It returns a list of potential classification and accuracy (%).

LIFEWATCH ERIC
SERVICEROVIDED BY IFCA

LIFEWATCH SERVICES

Easy system to train Neural Networks for image classification with no pre\
Deep Learning kneledge.

Integrates software and sgts for perform in an easy way.

Easy access to GPUs and &ger.

IGDLT is running in local resources of GPUs and it is being developed to
virtually over Docker containers to be easily capable to be deployed in diffe
resource poviders including EGI FedCloud.

TLR Level:, Bvolution to TRL8 along 20{&ssured by contract in place)

For more information regarding performance and useheck the GitHub
Repository: https://github.com/IFCA/

Free access for academic raseh under request
Check the manual

Students Researchers, Scientists from:
Biodiversity, Botanic, etc.

Free by now

e
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Service architecture

Service

Name of Functional description, applicable Provider
components component  standards and needed resource capacit If already
(if applicable) appointed
e.g. CPU Time, storage capacity etc.
EGI Dynamic deployment of resources. IFCA/
FEDCLOUD - Model Training step: access @PUs, IBERGRID

Up to 1TB of storage per training.

- Web-based classificatory: >4CPUs,
>8GB memory, GPUs (recommendat
but optional)

Lasagne http://lasagne.readthedocs.io

Theano http://deeplearning.net/software/theano/

Python Libs = Present in Anaconda Distribution
IGDLT Software IFCA

INDIGO Service to dynamically deploy th INDIGO
Orchestrator computing element.

Repositories Repositories for Docker containers and j¢ Dockerhub
script to run the model. Github

INDIGO IAM Authentication and Authorization servic 1AM
to access the components.

Repositories Repositories for Docker containers and j¢ Dockerhub

script to run themodel. Github
OneData Distributed Storage Service SW: INDIGO
Space:
20 TB Disk IFCA/IBERGRID

Service integratiorwith generic elnfrastructures

Integration ID-CLT is running on local resources déritas been tested with a training base
activity and on Data sets from PlantNet and validated with Portuguese Flora and iNatu
concerned images. The following integration activities can contribute to make it m
service scalable, easy to use and integrated:

components

- Standard use of AAblutions, working with all the different components.
- Use of OneData as distributed storage solution.
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- Dynamic deployment of running components, using Virtual Machines or
Dockers in FedCloud resources and exploitation of GPUs reources.

- Use of Orchestratora manage the Ateps process: training and
deployment of Image Classification web.

List of EGI FedCloud: Compute (GPUs), Storage.
requested AARC: AAI.

service INDIGO: Software (OneData, Orchestrator).
components

Infrastructure integration

Description of IGDLT will use FedCloud computing resources for running the training
infrastructure  GPUs and to deploy a web service for classification.

integration A standardized AAI solution will be us@diDIGO IAM) and also a distribute
activities storage system (INDIGO OneDatan @rchestration solution (INDIGO)
relevant needed to manage the workflow and the dependencies between the step

service (to be (Training) and step two (Classification) that depends on the output of the fi
planned)

Training

Description of A set of manuals and Videatorials will be available. Webinars and workshc
training will be organized as needed.
activities
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7-Genetic Services

Service overview

Thematic Service Genetic Services (Genetics vLab)
name

Service description 1) The Genetics Services (or GeneticsvLab) is a new user
friendly graphical interface for efficiency and ease in
execution of QIIME (Quantitative Insights into Microbial
Ecology). QIIME is an opesource bioinformatics pipeline
for performing microbiome analysis from raw DNA
sequencing data, designed to take users from raw
sequencing data generated on the lllumina or other
platforms through publication quality graphics and
statistics. The Service focuses on taxonomic analysis fr
data derived from 454 Roche as well as lllumina
sequencing technologies and provides the relevant
software to perform analysis for both sequencing
technologies

2) Genetics Services is running on a PC cluster (hosted by
HCMR), using version 3.1.2 (201@&31) ona x86_64pc-
linux-gnu (64bit) platform, and offers a virtual
environment interface enabling users to perform analysi
of microbial communities based on QIIME.

3) For more information, you can read the Genetics Servici
manual:
https://giime.portal.lifewatchgreece.eu/files/Genetics_se
vices_manual.pdf

Service provider LifeWatch ERIC
Service provided by LifeWatchGreece from the Institute of Mar
Biology, Biotechology and Aquaculture (IMBBC) of the Hellel
Centre for Marine Research (HCMR)

Service catalogue GeneticsvLab(https://giime.portal.lifewatchgreece.e)is part of
the LifeWatchGreece portahitps://portal.lifewatchgreece.el

Value The GeneticsvLab is designed to take users from raw sequer
data generated on the lllumina or other platforms throug
publication quality graphics and statistics.
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Current TRL level TRL #in evolution to TRL8 by end of 2017
acceptance criteria

and

validation/verificati

on results

Access policy GeneticsvLab is available after registration i
https://portal.lifewatchgreece.eu/
A registered user can ask for access to GeneticsvLab for a sp
period of time, which is granted almost immediately. This requ
is necessary to keep track for the number of active Geneticsy
users.

Terms of use A storage quota & s been defined for
jobs/ anal yses. Analyses resu

for a limited amount of time. These limitations are necessary
order to provide a minimum Quality of Service given the fact
limited storage reources. For details on the current policy plea
refer to:
https://www.lifewatchgreece.eu/?g=lifewatclgreecedocuments

User groups and AcademicsResearchers, Scientists, Students
scientific disciplines
served

Service busines: For the time being the GeneticsvLab is offered as a free ser
model since its construction has been funded by faa&yers resources
However, its maintenance may need some additional resourt
Thoughts have been expressed along the following lines:
1. A minimal charge for the purchase of the app for tablets
and cell phones
2. Any additional development, under the schemgaifit

venture.
Service architecture
Soe;:mo?went Name of Functional description, Provider
P S component applicable standards and needec If already

resource capacity (if applicable) appointed
e.g. CPU Timestorage capacity

etc.
SAN 2TB HCMR
LifeWatchGre Authentication Service HCMR

ece Portal
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HPC Cluster 200 cores, 1.5 TB RAM HCMR

Service integration with generic-#nfrastructures

Integration activity
and concerned
service components

List of requested
service components

Given sufficient resources, GeneticsvLab will integrate the
capabilities of QIIME pipeline and it will develop to incorpor:
other commonly used molecular biology algorithms.

Storage and Coputational power will be requested in order t
allow more users to work simultaneously and to achieve f
overall improvement of GeneticsvLab.

Infrastructure integration

Description of
infrastructure
integration activities
relevant to the
proposed thenatic
service (to be
planned)

Training

Description of
training  activities
relevant to the
proposed thematic
service (to be
planned in the
project)

GeneticsvLab services will use FedCloud computing and stc
resources. Several transversal resources will be used base
different software providers (INDIGO, AARC).

Training workshops, Webinars, vidéaorials available at
Lifewatch ERIC web page.
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8- MiroCT vlab

Service overview

Thematic Service MicroCTvlab
name

Service description 1) Microtomography (micrecomputed tomography or micr€T)
is @ method of nordestructive 3D xay microscopy, which
allows the users to create 3D models of objects from a serie
of x-ray projection images, similar to the conventional clinice
computer tomogaphy. The MicreCT virtual laboratory
(Micro-CTvlab) offers to the user a collection of virtual imagt
galleries of taxawhich can be displayed and disseminated
through a webbased framework. With a few clicks, accurate
detailed and threedimensional modks of species can be
studied and virtually dissected without destroying the actual
specimen. The data and functions of the Mi&€€d can be
accessed either from a normal computer or through a
dedicated version for mobile devices.

2) Micro-CT,spenables accesto a collection of virtual 3D
specimens which are annotated with metadata and can be
interactively displayed and retrieved through a wkased
application.

3) Keklikoglou K, Faulwetter S, Chatzinikolaou E, Michalakis N
Filiopoulou I, Minadakis N, Panté&tj Perantinos G, Gougousit
A, Arvanitidis C (2016) Mici©T: A web based virtual gallery «
biological specimens usingrXy microtomography (micr&T).
Biodiversity Data Journal 4: e8740.
https://doi.org/10.3897/BDJ.4.e8740

(http://bdj.pensoft.net/articles.php?id=874p

Service provider LifeWatch ERIC
Service provided by LifeWatchGreece from Institute of Mar
Biology Biotechnology and AquacultutwtMBBC at Hellenic Centr
for Marine Research HCMR

Service catalogue MicroCTvlab Http://mic roct.portal.lifewatchgreece.el/is part of
LifeWatchGreece portahttps://portal.lifewatchgreece.el

Value Experts in micreCT technology can use the information in t
MicroCTvlabto compare or discover protocols and scannil
parameters for different species. Furthermore, members of t
scientific community who are not yet familiar with this technolo:
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but work in areas such as taxonomy, evolutionary, developmel
or functional bidogy could be attracted by the MicroCTvlab sin
this virtual service presents, through a range of examples,
potential for micreCT imaging in many research fields. Natu
history museums will naturally be highly interested in tl
MicroCTvlab and thenderlying technology, since there is a net
for massive digitisation and dissemination of natural histc
collections and this virtual lab could be used as a tool to achi
this. Furthermore, the MicroCTvlab can be used for educatic
purposes since itoffers information on the morphology anc
anatomy of species and the 3D model scan be interacti
manipulated by the students.

Current TLR level TRL 8 (system complete and qualified)
acceptance criteria A standardised workflow has been developed for the creatior

and micro-CT datasets, protocols and terms for documenting e
validation/verificati  dataset with metadatd, and a web based environment for tt
on results publication, dissemination and ethe-fly rendering manipulation

of these citasets and their metadata

(https://microct.portal.lifewatchgreece.e)/

! Faulwetter, S., Minadakis, N., Keklikoglou, K., Doerr, M.
Arvanitidis, C. First steps towards the development of
integrated metadata management system for biodiversitjated
micro-CT datasets.

Access policy For the time being, no terms of use are being enforced.

Terms of use The source code for the mobilpplication is licensed under MI
license. For the web application the source code is licensed ui
the GNU General Public License. The content of the MicroC
available under a Creative Commons Attribution LicenseB¢X
unless indicated otherwise

User groups ®Bd Scientists, Researchers, Students, Artists, Animators
scientific disciplines

Service busines: For the time being the MicroCTvlab is offered as a free ser
model since its construction has been funded bya x p argseurcss.
However, is maintenance will inevitably need some addition
resources. Thoughts have been expressed along the follov
lines:
1. A minimal charge for the purchase of the app for tablets
and cell phones
2. A charge in those cases for which the use is targeted to
industrial research and commits a great deal of its
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computational resources
3. Any additional development, under the scheme of joint

venture.
Service architecture
Ssrrr:”f)enents Name of Functional description, Provider
P component applicable standards and needec If already

resource capacity (if applicable) appointed
e.g. CPU Time, storage capaci
etc.

Data Storage 50TB per year

Service integration with generic-#nfrastructures

Integration activity The service integration activities are related to: a) the large siz

and concerned the Micro-CT datasets constitutes a restriction for nati

service components integration and upload of the ravdata (i.e. the higkresolution
crosssection datasets). Currently, several datasets are avail
only through external links to the Dryad data repository, but
installation of a storage area network (SAN) is planned
overcome this restriction. With this SAN in place, all datasets
be made available for download; b) a service needs to
developed to
allow other MicreCT users to submit and share their raw de
through the MicreCT; c¢) the communication with thi
LifeWatchGreece data services catalogue needs targgoved to
allow refined querying for datasets; d) the process of creat
preview files, descriptions anahifti files for online manipulation
needs to be automated so that théntegration of additional
datasets can be achieved more quickly.

List of requested EGI FedCloud: Storage capacity will be requested as the size «
service components micro-CT datasets range from 1 to 50GB each

Infrastructure integration

Description of MicroCTvlab could use FedCloud storage resources.
infrastructure
integration activities

Training

Description of Training workshops related to digitization methods, Webing
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training activities video-tutorials available at Lifewatch ERIC web page.
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O- RServics

Service overview

Thematic Service RvLab & R services
name

Service description 1) The RvLab in its current version makes use of the VE:
l'i brary of t he 4&fRélyapadablklanguag
and environment for statistical computingyidely used by
scientists working in many research disciplines. It supports
integrated and optimized online R environment. This vl
tackles common problems faced by R users, such as lirr
computational capacity when running the package on a sir
core. Mary of the routines operating in the R environmer
such as certain multivariate analyses, are often of h
computational demand and cannot deliver a result when t
respective datasets are in the form of large matrices or |
algorithms engage iterative utines for calculation. This vLa
allows for a predefined, commonly used set of R functions
run on the LifeWatchGreece Research Infrastructure in or
to support largescale computational and modeling activitie
The vLab is also available as a mokalelet application.

2) RvLab is running on a PC cluster (hosted by HCMR), |
version 3.1.2 (201:40-31) on a x86_64c-linux-gnu (64bit)
platform, and offers an intuitive virtual environment interfac
enabling users to perform analysis of ecological aricrotial
communities based on optimized vegan functions. The Rv
will integrate other Rbased services from Lifewatch partner
In particular, Lifewatch Belgium (VLIZ) is offering Rst
applications for data analysis and Lifewatch Spain (IF
provides Jupyter portal that runs both R and python scrig
and programs for analysis.

3) For more information, you can read the relevant softwa
description paper:

Varsos C, Patkos T, Oulas A, Pavloudi C, Gougousis .
U, Filiopoulou I, Pattakos N, Vanden Berde, Fernandez
Guerra A, Faulwetter S, Chatzinikolaou E, Pafilis E, Be
C, Doerr M, Arvanitidis C (2016) Optimized R functions
analysis of ecological community data using the R virt
laboratory (RvLab). Biodiversity Data Journal 4: e8%
https://doi.org/10.3897/BDJ.4.e8357

or watch the RvlLab’'s videc
https://youtu.be/87nw-8W6my!

or read the RvlLab’s manual
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Service provider

Service catalogue

Value

Current TRL level
acceptance criteria
and validation/
verification results

EGIEngage

https://rvlab.portal.lifewatchgreece.eu/files/RvLab manual.pdf

LifeWatch ERIC

RvLab is provided by LifeWatchGreece (HCMR).

Rshiny applications provided by Lifewatch Belgium (VLIZ).
Jupyter environment provided by Lifewatch Spain (IFCA).

RvLab [fttps://rvlab.portal.lifewatchgreece.ey/ is part of the
LifeWatchGreece portahttps://portal.lifewatchgreece.euy

and the LifeWatch Marine VR
(http://marine.lifewatch.eu/lifewatchgreecervlab)

RvLab, Rshiny applications and Jupyter environment are part {
LifeWatch Analytical services and Virtual Research Environmer

RvLab is a very useful and powerful tool, both foenrsswho are
already familiar with R (and some of its functions) but also
students and/or scientists who are in favour of open soul
software and would like to dedicate some time to get familiar w
its functions, without having to go through the sfgeommand
line R learning curve. Performing analysis with high computatic
or memory requirements that would not be feasible for a persol
computer, is now possible for any subscribed user. The results
made available asynchronously. In addition, theer can run
several functions at the same time, without having to wait for t
first analysis (R function) to finish in order to submit a secc
analysis.

The user can benefit from the availability of newly desigr
functions if the dataset to be analyde requires their
implementation.

In addition, the RvLab is an interactive virtual laboratory; sho
the user require other types of functions, these can be addec
the "laboratory" and become available online in a short time.
All LifeWatch Rservices provide userfriendly environment that
allowsthe users to access powerful computing resources.

RvLab is running on a PC cluster (hosted by HCMR), ussigrv
3.1.2 (201410-31) on a x86_64clinux-gnu (64bit) platform
since

Rshiny is currently running at VLIZ resources and is being ust
exploit Marine Observatory data.

Jupyter is deployed at IFCA and connected to Supercomp
resources.

TRL &, sygems complete and qualified
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Access policy Wide-access: RvLab is available, after registration,
https://portal.lifewatchgreece.eu/ A registered user can ask fc
access to RvLab for a specificripd of time, which is grantec
almost immediately. This request is necessary to keep track
the number of active RvLab users.

Rshiny and Jupyter services are available for researcher:
request.

Terms of use For the time being, no terms of use dreing enforced.

User groups and Researchers, Scientists, Students, Environmental manag
scientific disciplines Environmental Stakeholders
served Biodiversity, Marine Research, Ecology

Service busines: For the time being the RvLab is offeresl @ free service since it
model construction has been funded by taxpayerssources. However
its maintenance will inevitably need some additional resourc
Thoughts have been expressed along the following lines:
1. A minimal charge for the purchase of the diop tablets
and cell phones
2. A charge in those cases for which the use is targeted to
industrial research and commits a great deal of its
computational resources
3. Any additional development, under the scheme of joint

venture.
Service architecture
Service Name of Functional description, Provider
components .
component applicable standards and needec If already

resource capacity (if applicable) appointed
e.g. CPU Time, storage capaci

etc.
SAN 2TB HCMR
EGI FedCloud 200 cores, 1.5 TB RAM HCMR
LifeWatchGre Authentication Service HCMR
ece Portal
INDIGO AAl  Authentication Service INDIGO

Data Storage 20TB + 5TB per year (Marir
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Observatory)
R libraries
R Shiny Software RStudio Inc.
Jupyter Software Project Jupyter

Service integration with generic-#nfrastructures

Integration activity
and concerned
service components

List of requested
service components

- TransformR vLab to an Alased service

- Deployment of a singlpoint access for Rervices.

- Integration of Data Storage for R vLab.

- Integration to HPC cluster for R vLab.

- Integration to Cloud AAIl based on Open standards like
OpenlID connect.

- Integration of other R services: Rshiny, Rstudio, Jupyter

EGI FedCloud: Compute, Storage
AARC: AAI

Infrastructure integration

Description of
infrastructure
integration activities
relevant to the
proposed thematic
service (to be
planned)

Training

Description of
training  activities
relevant to the
service.

RvLab and R Lifewatch services will use FedCloud computing
storage esources. Several transversal resources will be u
based on different software providers (INDIGO, AARC).

Training workshops, Webinars, vidéaorials available at
Lifewatch ERIC weiage.

e
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10- Semantic Tools

Service overview

Thematic Service name Semantic tools for aquatic functional ecology

Service description This service provides different thesauri duanctional traits of
aguatic organisms (phytoplankton, zooplankto
macrozoobenthos, macroalgae and fish). The use of thesauri i
acknowledged good practice to establish the foundation -
semantic interoperability a critical requirementfor reuse and
sharing of data. Thesauri, fact, collectively constructed, bypas
ambiguity issues in natural languadagilitating the identification
and integration of the information available in multiple da
sourcesand allowing both scientists and computer applications
interpreter more effectively the meaning of data. Seman
technologies provide a promising way to properly describe ¢
interrelate different data sources in ways that reduce barriers
data discovery, integration, and exchange among ecolog
resources and researchers.

LifeWatch Functional Traits Thesauri focuspecifically to
harmonization and integration of individual bodyze data that
serve as input for collaborative experiments on thetabolic
Scaling Theory.

Service provider LIFEWATCH ERIC
SERVICE PROVIDEDi#&WatchITA

Service catalogue LIFEWATCH Catalogue of Servi
(http://www.servicecentrelifewatch.eu/cataloguef-services)

Value It will reduce barriers to data discovery, igtation, and exchange
among ecological resources and researchers

Current R.level TLR9

Access policy Wide access: users can freely access the service provided;
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Terms of use

User groups
scientific disciplines

Service business model

Service architecture

Service
components

EGIEngage

For the time being, no terms of use are being enforced

ad Biodiversity and Ecology

service.

Name  of
component

MYSQL

ThemaTres

OpenStack

INDIGO
IAM

Functional description, applicable
standards and needed resource
capacity

DBMS

Thesauri Management Software an
SPARQL EndPoint

OpenSource  Cloud  Managemel
Framework, enhancedwith INDIGO
and EGI addition(Providing about 50
CPU/Core, 100GB or RAM and 20TE
disc space)

The INDIGO IAM service provides
layer where identities, enrolment,
group membership, attributes ant
policies to access distribute
resources and services can be
managed in a homogeneous ar
interoperable way. It supports the
federated authentication mechanism
behind the INDIGO AAL.

The IAM service provides user identi
and policy information to services s
that consistent authorization decision
can be enforced across distribute
services.

For the time being this thematic service is offered as a f

Provider

If already
appointed

LWHTA

LWHTA

Public
Available +
INDIGO /
EGlI (LW
ITA)

INDIGO(LW
ITA)
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INDIGO
PaaS Layer

Identity and Access Management

provided through multiple methods
(SAML, OpenID Connect and X.509)
leveraging on the credentials provide
by the existing ldentity Fedations

(i.e. IDEM, EDUGAIN

Provide the federation across sever
laaS together with the capability o
data-aware scheduling. The INDIG
Paas is also able to provide the need
automation that could implement alsc
complex cluster of services. The Pa
puSewnices are also able to implemer
auto-provisioning of resource based o
the usage of the services.

(Using about 20 CPU/Core, 50GB
RAM and 4TB of disspace on a
OpenStack instance)

Service integratiorwith generic elnfrastructures

EGIEngage

INDIGO
(LW ITA)

Integration activity and Integrating the higHevel services described in the INDIGO Pe
concerned services in order to obtain automatic scalability and high availability.

List of requested service EGI FedCloud: Compute, Storage.

components

Infrastructure integration

INDIGOAAI, INDIG®aaS

Description of ACTIVITIES NEEDED:
infrastructure Integration of the higHevel services in the INDIGO PaaS.
integration activities ALREADY IN PLACE (IN KIND):

Cloud infrastructue, INDIGO 1AM

Training
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Description of training IN PLACH:utorial available on the LifeWatchTeaining Platform
activities
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11- Phytoplankton VRE

Service overview

Thematic
name

Service description

Servce provider

Service catalogue

Value

Current

TLR

Service Phytoplankton Virtual Research Environment

This service offersbasic, fundamental information on morphologici
and taxonomic characterization of phytoplankton through a taxonor
Atlas of transitional and coastal water phytoplankton and Atlas
phytoplankton shape, which are independent and interoperable; a d
template format for data standardization and harmonization; machi
to machine tools to estimate quantitatively morphological ai
demographic traits and cell sizmsed multimetric descriptors of the
ecological status of aquatic ecosystems; data analysisvadkling.
Going in the management data tool, users can access an interface
allows them to perform a number of queries on the Phytoplankt
database and obtain an exhaustive data export according to desic
aims

The framework may be operated by phytapktonologist with various
level of knowledge, from basic to advanced levels of knowledge.
The service provides both a procedural method and wabed working
environment to assist and help a phytoplanktonologist step by st
from taxonomic identificatia, specific shape association, measureme
of linear dimensions characterizing each single shape, to morpholor
and demographic traits computation.

A user can find easy and transparent access to both a se
computational tools and sharing data fatgili

The harmonization and standardization of data using a dataplate
ensure the consistency and the usefulness of phytoplankton datab
facilitating their comparability and accessibility and enhancing
information exchange between agencies.

LIFEWATCH ERIC
SHRRVICE PROVIDED BY LIFEWATCH ITA

LIFEWATCH CATALOGUE OF SERVICES

Very useful and fast guide helping in the identification, she
association and detailed computational processes of phytoplank
studies. Easy use of several tools in a more reliable way to ana
compare and share the data obtained by comparable methodolc
following a data template harmonization.

level (1) TR9
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acceptance

and STANDARD MODEL
validation/verificatio  (3) REFERENCES
n results

Access policy Policy based

Terms of use

User groups
scientific disciplines systems
served

Service architecture

Service components
P Name of

component

Data store:
MS
SERVER

Data store:

MONGODB

Data PORTAI
& Service

Catalogues
R Server

R Shiny
MongoDB

VRE

Data PORTAI
& Service

Catalogues

OpenStack

SQL

Functional description, applicable
standards and needed resource
capacity

Data from monitoring programs
research projects

Storage Service

Data from Lifewatch Italy JRL
based on Liferay Portlet containe
framework

Computational Service

Friendly interface based on forms.
Storage Service

HYPER Virtualization Framework

Data from Lifewatch Italy JRL
based on Liferay Portletontainer
framework

OpenSource Cloud Managemel
Framework, enhanced with INDIG
and EGI addition.

(Providing about 50 CPU/Cort
100GB or RAM and 20TB of di

EGIEngage

criteria (2) the services are interoperable with the LW DATA & METAL

Common citation format like BBTExt, MLA or APA, DOI, URL

and Biodiversity, Ecology, Ecosystem Research, Marine and Transiti

Provider
If already
appointed

LW ITA

LW ITA

LW ITA

LW ITA
LW ITA
LW ITA
LW ITA

LW ITA

Public
Available +
INDIGO / EGI
(LW ITA)
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INDIGGAM

INDIGO Paal
Layer

space)

The INDIGO IAMervice provides a
layer where idenities, enrolment,
group membership, attributes
and policies to access distribute
resources and services can |
managed in a homogeneous an
interoperable way. It supports the
federated authentication
mechanisms behind the INDIGC
AAl.

The IAM service provides use
identity and policy information to
services so that consisten
authorization decisions can b
enforced across distributec
services.

Identity and Access Management
provided through multiple
methods (SML, OpenlD Connec
and X.509) by leveraging on th
credentials provided by the
existing Identity Federatns (i.e.
IDEM, EDUGAIN, etc.).

Provide the federation acros:
several laaS together with the
capability of dataaware
scheduling. The INDIGO PaaS
also able to provide the needes
automation that could implement
also complex cluster of service:
The PaaS pServices are also able
implement auteprovisioning of
resource based on the usage of tt
services.

(Using abouR0 CPU/Core, 50GB ¢
RAM and 4TB of disc space on
OpenStacknstance)

Service integratiorwith generic elnfrastructures

EGIEngage

INDIGO
(LW ITA)

INDIGO
(LW ITA)

e

50




EGIEngage

Integration  activity Integrating the higHevel services described in the INDIGO PaaS
and concerned order to obtain automatic scalability and high availability.
service components

List of requested EGI FedCloud: Compute, Storage.
service components INDIGO: AAI, INDIGEaaS

Infrastructure integration

Description of ACTIVITIES NEEDED:

infrastructure Integration of the higHevel services in the INDIGO PaaS.
integration activities ALREADY IN PLACE (IN KIND):

(to be planned Cloud infrastructure, INDIGO IAM

Training

Description of ALREADY IN PLACE (IN KIND):

training activities Tutorial available on the LifeWatchTaaining Platform
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12- Ecological Data Analysis Platform

Service overview
Thematic Service name Platform for Ecological Data Analysis

Service description This service aims to share, harmonize, integrate and re
observatory data, offering different tools for data manageme
and statistical tools to support the analysis of ecological data
Metadata and data are managed by udgendly interface and
tools to describe and detail information about data and
check its quality frmat, numeric and taxonomic).

The produced data can directly be imported in a Virtt
Research Environment which provide workflow managem:
systems such as Tawea and Galaxy, or G.l.S. systems ¢
statistical tools (i.e. R, Matlab, etc.) to analyse data. Mover
the Virtual Research Environments (VRES) enable dyni
collaboration promoting community engagement

The service can be applied to different type ofarine,
freshwater and terrestrial ecological communities.

Service provider LIFEWATCH ERIC

SERVICE PROVIDED BY LIFEWWATAH
Service catalogue LIFEWATCSERVICE CENTRH ALOGUE OF SERVICES
Value User friendly, easy parameter sweep, possibility tooapl the

own data users, access to LifeWatch computing resources
dynamic staging of data (avoiding se¥sources on laptop,
PC..)).

Integrated data and processing tools.

Current RL level (1) RO
(2) the services areinteroperable with the LW DATA ¢
METADATA STANDARD MODEL

Access policy POLICBASED
Terms of use Common citation format like BBTExt, MLA or APA, DOI, URL
User groups and Biodiversity, Ecology, Ecosystem Research, Monitoring...

scientific disciplines
served
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Service architecture

Service
components

Name of
component

Biodiversity
partitioning

ISS_benthos

ISS phyto

Niche_filteri
ng

Functional description, applicable
standards and needed resource
capacity

Biodiversity partitioning across nestec
spatial level. Given as input a dataset
of biotic measurements (species
occurrences) and nested spatial level
(e.g. Sites within Locations within
Regions), it atiws to compare the
biodiversitypartitioning across higher
and lower levels.

Calculation of macrozoobenthic ISS
index (Basset et al. 2012, Barbone et
al. 2012).

Given as input a dataset with
macrozoobenthic individual
observations (individuals occurence
and body size), produce as output a
list of ISS values per site.

Calculation of phytobenthos ISS inde
(Vadrucci et al. 2012). Given as input
dataset with phytoplankton individual
observatons (individuabccurrence
and body size), produce as output a
list of ISS values per site

Suite of logistic and quantile
regression models for the analysis «
taxa responses (both in terms c
occurrences and abundances) |
environmental condition(s). Given a
input a dataset comprehensive ¢
biotic (taxa abundances o]
occurrences) and abiotic
(enviomnmental parameters), it returns
as output parametrized niche model
(both as tables and figures). It must k
noted that logistic regression is base
on pseudeabsences, that can be
assessed only on muliaxa dataset.

EGIEngage

Provider
If already
appointed

LW ITA

LW ITA

LW ITA

LW ITA
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Taxonomic
rarefaction

ActionMed
Indicators
Catalogue

Data PORTAI
& Service

Catalogues
R Server

R Shiny
MongoDB
VRE

OpenStack

INDIGGAM

Evaluaton of the estimated number of
taxa for given sample size. Given
input a dataset of biotic
measurements (species occurrence!
it allows to evaluate the ret&éon
between sampling size andwith
rarefaction curves (both table anc
graph) and simulated sp#&ss richness

Usekfriendly, electronic catalogue o
environmental indicators applicable tc
assess awsystem health in marine
waters

Data from LifeVitch Italy JRU, base
on Liferay Portlet container
framework

Computational Service

Friendly interface based on forms.
Storage Service

HYPER Virtualization Framework

Open Source Cloud Managemer
Framework, enhanced with INDIG
and EGI addition.

(Providing about 50 CPU/Core, 100(
or RAM and 20TB of disc space)

The INDIGO IAM service provides a
layer where identities, enrolment,
group membership, attributes

and policiesto accessdistributed re
sourcesand services can be manage:
in a homogeneous and interoperable
way. It supports the federated
authentication mechanisms behind
the INDIGO AAL.

The 1AM service provides user identit
and policy information to services so
that consistent authorization decision
can be enforced across distributed

canrsirac
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LW ITA

LW ITA

LW ITA

LW ITA

LW ITA

LW ITA

LW ITA

Public
Available +
INDIGO /[

EGI

(LW ITA)

INDIGO
(LW ITA)
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Identity and Access Management

provided through multiple methods
(SAML, OpenID Connect ané09Q) by
leveraging on the credentials provide
by the existing ldentity Federatis

(i.e. IDEM, EDUGAIN, etc).

INDIGO Paaf Provide the federation across sever INDIGO
Layer laaS together with the capability o (LW ITA)
data-aware scheduling. The INDIG
PaaS is also able to provide tt
needed automation that could
implement also complex cluster ¢
services. The PaaS uServices are ¢
able to implement auteprovisioning
of resource based on the usage of tt
services.
(Using about 20 CPU/Core, 50GB
RAM and 4TB of disc space on
OpensStacknistance)

Service integration with generic-#nfrastructures

Integration activity and Integrating the higHevel services described in the INDIC
concerned service PaaS, in order to obtain automatic scalability and h
components availability.

List of requested EGI FedCloud: Compute, Storage.
service components INDIGO: AAI, INDIGEaaS

Infrastructure integration

Description of ACTIVITIES NEEDED:
infrastructure Integration of the higHevel services in the INDIGO PaaS.
integration activities ALREADY IN PLACE (IN KIND):

Cloud infrastructure, INDIGO |IAM,

Training

Description of training ALREADY IN PLACE (IN KIND}orial available on the
activities LifeWatch eTraining Platform
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13- Digital Knowledge Preservation Framework

Service overview

Thematic Service name Lifewatch Digital Knowledge Preservation Framework

Service description

Service provider

Service catalogue

Value

Current TLR

The Digital Knowledge Preservation Platform is a tool for Open C
supporting the full research data life cycle. It is currently be
developed at IFCA (Instituto de Fisica de Cantabria) as a combinati
different extended tools: DMPToohitps://dmptool.org/) with pilot
semantics features (RDF export, parameters definition), INVE
customized version to fulfill the entire research data life cycle ¢
Jupyter [ittp://jupyter.org/) as processing tool and reproducibl
environment.

This complete platform aims to provide an integrated environment
research data management warranting the FAIR+R principles:

1 Findable: The Web portal provides a search engine anc
elements includingnetadata to make them easily findable.

1 Accessible: The elements are available online with both intel
PIDs and DOIls provided by Datacite.

1 Interoperable: Datasets can be combined to perform n
analysis. OAPMH standard will be implemented.

1 Reusable: diferent licenses types and embargo periol
available to be defined.

1 +Reproducible: Integrated to cloud computing resourc
(Jupyter and Virtual Machines).

The deployment of the entire system over a Cloud framework help:
build a dynamic and scalabd®lution, not only for storing data but als
as a useful tool for the final user, who is able to process and ane
the data.

LIFEWATCH ERIC
SERVICE PROVIDED BY IFCA

LIFEWATCH DATA SERVICES

Set of integratedsoftware and tools to manage the whole data i
cycle.

Tracking and registry of all the connected stages, warran
reproducibility of the experiment.

level An instance of the last released version of the portal is running at |

e
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acceptance criteria anc with FedCloud resources since 2015.

validation/verification ~ The new version is on development, with new features being added

results TLR Level: &ttps://github.com/IFCA/lifewatch_osf
Link:https://193.146.75.147

Access policy Free access for Lifedith members

Terms of use Check the manual

User groups and The current version is Lifedtthoriented, but can be expanded t
scientific disciplines Students, Researchers, Scientistsn:
served Life Sciences, Biodiversity, any other field with Data Managen

requirements.

Service business model Define estimated cost of ownership/year, fundingrestms and

sustainabiliy plans.

Service architecture

Se;:/lce; nt Name of Functional description, applicable Provider
components component standards and needed resource If already
capacity (if applicable) appointed
e.g. CPU Time, storage capacity etc.
EGI Dynamicdeployment of resources. IFCA/IBERGRID
FEDCLOUD - Portal: At least one instance with (
CPUs, 8GB). 20 TB disk.
Recommended: replica.
- Analysis instances: Up to 256 core
Up to 32 GB memory. On demand
Invenio http://invenio-software.org Invenio
DMP Tool https:// dmptool.org University  of
California
Jupyter http://jupyter.org Project Jupyter
INDIGO IAM  Authentication and  Authorization 1AM
service to access the components.
Repositories Repositories for Docker containers ar Dockerhub
code Github
OneData Distributed Storage Service SW: INDIGO
Space:
20 TB Disk IFCA/IBERGRID
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Lifewatch https://github.com/IFCA/lifewatch _osf |IFCA
Digital

Knowledge

Preservation

Framework

Service integration with generic-#nfrastructures

Integration activity and One instance of the last portal releaserimning at IFCA. The porte
concerned service devel oper’s team is currently
components new features. The new version needs a set of integration actions,
only for the portal componets butalso with some other external.
- Standard use of AAI adlons, working with all the different
components.
- Use of OneData as distributed storage solution.
- Dynamic deployment of running components for analysis, using
Virtual Machines or Dockers in FedCloud resources.
- Communication between APIs from components.

List of requested EGI FedCloud: Compute, Storage.
service components AARC: AAL
INDIGO: Software (IAM, OneData).

Infrastructure integration

Description of The portal will use FedCloud computing resources for running

infrastructure analysis step.

integration activities A standardized AAI solution will be used (INDIGO IAM, AARC) and
distributed storage system (INDIGO OneData).

Training

Description of training A set of manuals and Videtutorials will available in the
activities documentation. Webinars and workshop will be organized on demal
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14- Remote Monitoring and Smart Sensing

Service overview
Thematic Service name Remote Monitoring and Smart Sensing Analysis Service

Service description The Remote Monitoring and Smart Sensing Analysis Service
webserver designed to cover the entire process (from t
selection, downloading to the view and analysis) required to w:
with Sentinel data products. First, the webservprovides an
Interface to search, find and download Copernicus Sent
satellite products easily, and after then provides different tools
manage and work with the products.

During the downloading process, the user can perform a v
search for diffeent zones, and also restrict the queries by differe
keywords: cloud coverage, date, platform name (S1, S2, S3
case of interruptions or other exceptions, downloading will rest
from where it left off.

At the same time, a geospatial integration wlBmart Sensing dat:
(where applicable, mainly from isolated areas) will be performec

In terms of data treatment, the following products are available
be processed:

- Sentinell data products. Using these data products, t
user is allowed to open anextract some information anc
metadata. Users also can Ppeocess (calibrate anc
perform geometric corrections) images to see the cle
image, and also produce subsets and plot them using
Toolbox provided by Copernicus (SNAP).

- Sentinel2 data products Using these data products, th
user is allowed to open and get the following produ
information and metadata: size, available bands
analysis, etc. Plotting an image with a single band or a |
image by composition bands. The user is also allowec
generate three vegetation indices. NDVI, NDI45, GNI
Since the original image is a set of tiles of 10 kthe
user can work with one of those tiles or select a sub:
within the product defining a polygon.

- Sentinel3 data products. Although these dapaoducts are
not yet available, they will allow the user to get data fro
water masses in order to generate information like Alg
Bloom status.
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Service provider LIFEWATCH ERIC
SERVICE BRIDED BY IFCA
Service catalogue LIFEWATCH MONITORING SERVICES
Value Set of integrated software to get access to Copernicus ¢

products and tools for analyze them.
Access to computing and storage resources.

Current TLR level The current version of the Remote Monitoring and Smart Ser
acceptance criteria anc service for satellite images analysis is deployed in a test
validation/verification environment using FedCloud resources. The main functions
results programmed in python and use Jupyters IDE and running

environment.

TLR Level: 7 in evolution to TRL8 (to be compléte2017, 2 FTE

working on it)

For more informatiorregarding performance and use:

Manual, Code:

https://github.com/IFCA/

Access policy Free access for academicsearchers under request

Terms of use Check the manual
Copernicus Terms of use:
https://sentinels.copernicus.eu/web/sentinel/termsonditions

User groups and Students Researchers, Scientists from:

scientific disciplines Biodiversity, Envdbnmental Research, Hydrology.

served Close link with the development of River Basins, Deltas
HarborsPorts  applications  (particularly  through  existir
connections with DANUBILF).

Service architecture

Service

Name of Functional description, applicable Provider
components

component standards and needed resource If already
capacity appointed

EGI Minimum requirements IFCA/IBERGRIL
FEDCLOUD - 8 GBRAM

- 8 CPUs 3.0GHz

- 500 GB Disk

Recommended:

- 16 GB RAM

- >8CPUs ~ 3.0GHz

- 1TB SSD Disk
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Copernicus Data products Sentinel 1, 2, 3. ESA

Sentinel

Data https://sentinels.copernicus.eu

Products

Jupyter http://jupyter.org/ Project Jupyter
Analysis Software for managing date¢ IFCA

Software products and processing. Python

INDIGO IAM Authentication and Authorization INDIGO
service to access the components.

Serviceintegration with generic elnfrastructures

Integration activity and The Remote Monitoring Analysis Service is running at IFCA
concerned service local users. The integration activitiesimallow other users from
components LifeWatch and other usercommunities to use the service an

exploit EGI FedCloud@puting and storage resources.

- Standard use of AAI solutions, working with all the different

components.

- Exploitation of EGI FedCloud resources.

- DevOps oriented deployment of the system.

- Monitoringand Resource management.

List of requested EGI FedCloud: Compute, Storage.
service components AARC: AAI.

INDIGO: IAM
Infrastructure integration
Description of The Remote Monitoring Analysis Service will use FedC
infrastructure computing resources for instance deployment and for running -
integration activities different images analysis.

A standardized AAIl solution will help to deploy a mc
standardized system (INDIGO IAM or AARC solutions).

Training

Description of training Webinars or workshops will be organized as needed.
activities
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15- TRUFA

Service overview
Thematic Service name

Service description

Service provider

Service catalogue

EGIEngage

TRUFA (Transcriptomes Ugaiendly Analysis)

TRUFA (Transcriptomes Udaiendly Analysis) is a free webserve
designed to help you perform RNs&q analysis.
So far, TRUFA is allowing you to execute the following s
(programs used arspecified in the parentheses):
Reads cleaning:

1 Reads quality control (FASTQC)

1 Quality trimming andluplicates removal (Prinseq)

1 Trimming adapters (Cutadapt)

9 Filtering out potential contaminants (Blat)
De novo assembly of your reads (Trinity)
Reads mapping (Bowtie2)
Contigs (i.e transcripts) identification based on:

1 sequence alignment (Blat, Blast)

1 protein dominions, profiles (HMMER)

1 Annotation with GO terms (Blast2GO)
Expression quantification: providing TPMs, FPKRt$ r@ead counts
(RSEM, eXpress).
Discover TRUFA with tutorial videe&RE
For more information, check oulbe manual
The service offers an integrated system to perform Fi€4 analysis
exploiting computing and storage resources. It is in productiod i
accessible from:
https://trufa.ifca.es/web
TRUFA has been plished in the following paper:
Kornobis, Cabellos, Aguilar, Frlagpez, Rozas, Marco & Zardo
(2015). TRUFA: A useiendly web server for de novo NR-seq
analysis using cluster computing. Evolutionary Bioinformatics. 11
104.Link to the article

LIFEWATCH ERIC
SERVICE PROVIDED BY IFCA + MNGbhgNatatural History
Museum)

LIFEWATCH SERVICES

Value Set of integrated software and tools to perform REéq analys in
an easy and friendly way.
Access to computing and storagesoairces for non IT experts.
Current TLR level TRUFA (in supercomputer integrated mode) is up and running s
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acceptance criteria anc
validation/verification
results

Access policy
Terms of use

User graips and scientific
disciplines served

Service business model
Service architecture

Service
compone
nts

Name of
compone
nt

EGI
FEDCLOUL

TRUFA
WEB

INDIGO
Orchestrat
or

Repositori
es

EGIEngage

2015 and it is providing service to more than 230 accounts fr
users around the worlda number that is continuously growing
Correspondingly, more than 2M hours have been liyggrovided in
the last months.

The modular architecture separates web service, workfl
management, computing and storage, so everything can be upd:
and switch toother solutions. Currently, a migration to a bette
scalable computig framework is being developed.

TLR Level: 9

For more information regarding performance and use:
Manual:https://trufa.ifca.es/web/static/trufa_manual.pdf
Kornobis, Cabellos, Aguilar, Frlagpez, Rozas, Marco & Zardo
(2015). TRUFA: A uskiendly web server for de novo RMN&q
analysis using cluster computing. Evolutionary Bioinformatics. 11
104.Link to the article

Free access for academic research under request
Check the manual

Students Researchers, Scientists from:
Life Sciences, Biodiversity, etc.

Free use worldwide.

Functional descriptionapplicable standards and Provider

needed resource capacity (if applicable) If already
e.g. CPU Time, storage capacity etc. appointed
Dynamic deployment of resources. IFCA/IBERGI
- Long term: Web portal (4 CPUs, 8GB) ID
- Running instances: Up to 256 cores.to[32

GB memory.
TRUFA web side. Based on python. IFCA

Service to dynamically deploy the computir INDIGO
element.

Repositories for Docker containers and job script Dockerhub
run the model. Github
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INDIGO
IAM

Repositori
es

OneData

FastQC

Prinseq
Cutadapt
Blat
Trinity

Bowtie
and
Bowtie2

HMMER

BLAST

EGIEngage

Authentication and Authorization service to acce |IAM

the components.

Repositories for Docker containers and job script
run the model.

Distributed Storage Service
20 TB Disk

http://www.bioinformatics.babraham.ac.uk/projec
ts/fastqc/

http://prinseq.sourceforge.net/

https://pypi.python.org/pypi/cutadapt/1.3

https://genome.ucsc.edu/FAQ/FAQblat.html

https://qgithub.com/trinityrnaseaq/trinityrnaseq/wiki

http://bowtie -
bio.sourceforge.net/bowtie2/index.shtml

http://hmmer.org/

https://blast.ncbi.nlm.nih.gov/Blast.cqgi

Service integratiorwith generic elnfrastructures

Integration activity and
service

concerned
components

List of requested service

components

Dockerhub
Github

SW: INDIGO
Space:
IFCA/IBERGI
ID

TRUFA is running on Supercomputer resources with more than
users. The following integration activities can contribute to make

more scalableintegrated and dynamic:

- Standard use of AAI solutions, working with all the different

components.

- Use of OneData as distributed storage solution.
- Dynamic deployment of running components, using Virtual

Machines or Dockers in FedCloud resources.

- DevOps oriented deployment of the system.

EGI FedCloud: Compute, StoragedRC: AAI.

INDIGO: Software (IAM, OneData, Orchestrator).
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Infrastructure integration

Description of TRUFA will use FedCloud computing resources for running
infrastructure integration workflow.
activities A standardized AAI solution will be used (INDIGO IAM) and al

distributed storage system (INDIGO OneData).
Training

Description of training A set of manuals and Videatorials are available at the web site
activities They will be update with the newfunctionalities.
Webinars and workshop will be organized as needed.
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16- Declic

Service overview

Thematic Service Declic
name

Service description = Declic is a web portal based on Galaxy for metabarcoding
molecular taxonomy (data analysis amdichine learning).

It provides user friendly access to a set of data analysis
machine learning methods to study the patterns of similariti
between molecular based and morphological based diversity i
sample of specimen or individuals, and éstablish a dictionary
between both.

The address for the servicehgps://galaxy-pgtp.pierroton.inra.fr

Documentation is available at
https://galaxy-pgtp.pierroton.inra.fr/static/MIAB doc.pdf

Service provider PGTB (Genome Transcriptome Facility of BordedNRA)
http://pgtb.cgfb.u-bordeaux.fr/

Service catalogue This servicés part of the Galaxy based catalogue of PGTB
https://galaxy-pgtp.pierroton.inra.ft It is planned to add the
service to :

1 The EGI confluence catalogue
(https://confluence.egi.eu/display/EGI/Dec)ic
1 EGICC LW catalogue

Value The expected benefit is to have a usgendly access to a series ¢
statistical tools without the necessity to call themmrough a
programming language. The memachine interface is provided b
web-based platform, and filling boxes in forms. This eliminates
entire burden to learn a computing language for biologists who
concentrate on the best use of the tools. Thiensce has been
developed to fill the current gap between statistical ecology a
biodiversity studies, and connect both research fronts in eack
this domain: evolution from natural history to molecular basi
taxonomy (barcoding and metabarcoding), andkition from data
analysis to machine learning. What has been done for taxonc
can be further extended to other domains in biological sciences.
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Current TLR level The Declic service has been rumgpisince 2014. . It is used k
acceptance criteria several academic partners (five different groups who use

and regularly, and twice as many who come and leave from time
validation/verificati = time). This service is part of the LifeWatch Competecentre of
on results EGI, for integration as a thematic s&re in LW Virtual Researc

Environment. There is no monitoring tool for availability statt
Galaxy provides statistics on use, per user. The following publis
papers have used this service:

Rimet F., Trobajo R., Mann D.G., Kermarre€ranc A.Domazon
I., Bouchez A., 2014. When is sampling complete? The effec
geographical range and marker choice on perceived diversit
Nitzschia palea (Bacillariophyta).Protj$65)245-2609.

Ri met F. , Chaumei | P. , KeckM.F
Franc A & BouRyhstz: :Adi, atddnt:6 sA
curated barcode dat abase

monitoring. Database: The J

Curatiom1.2016, 1

Access policy Policy based service: The servicdrée and accessible for free b
any scientist in an academic research laboratory. Access is gre
provided the user provides an institutionrmail address, which is
used as a login, and a password is generated for privacy pc
Access can be grantedrffree o to private research companie
upon request (which &s been granted once in 2016).

Terms of use The terms of use as well as technical constraints (like file size]
publicly accessible at
https://galaxy-pgtp.pierroton.inra.fr/root
Acess policy is given here above.

User groups and This service is part of the data management and comput

scientific disciplines infrastructure of RSyst network. It is connected to a database.

served The discipline served is molecular based taxonomy in a pre
sense (sensu stricto), and study of biodiversity patterns in a lal
sense (sensu lato).

Service business The service is part of the activity of the INRA networSyRt,
model financially sipported by Divisions Ecology of Forests, Grassland
Fresh water, and Plant health and environment of INRA, each y
on basis of a yearly activity report and submission of further ple
The people involved in maintaining the infrastructure, the Ggal:
server and the implemented tools have a permanent position
INRA, Bordeaux. Hence the service provided is perennial. £
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developments are necessary for connecting the service to

cloud and All. Hiring an engineer is therefore suitable. The ser
is currently designed on an academic basis. Some connection:
curently under constructions with (I) monitoring water quali
(European Framework Directive on Water) through molect
based diatom inventories (standard index) and (ii) monitoring
atmogpheric allergenic pollens with metabarcoding. Those bt
connections are under development at National level, and will
fostered at European level with the sergiprovided at Europear

scale.
Service architecture
Service ; Name of = Functional description, Provider
components component applicable standards and needec If already
resource capacity (if applicable) appointed
e.g. CPU Time, storage capaci
etc.
Web Scientific computation in machine PGTB
frontend learning (python and standarc
libraries, numpy, matplotlib,
scikitlearn, igraph);
Scientific Linux server; 32 core
32 Go RAM
Compute Virtual machines in the cloud = EGI
infrastructure | tested successfully ir
collaboration with UPV (EGI C
LifeWatch)
Data storage | Via a connection with an area i MCIA,
and iRODS system currently,
management FranceGirille
next.

Service integration with generic-#nfrastructures

Integration activity Elastic Deployment of virtual machines on EGI claiging first
and concerned prevalidated recipes and ansible roles provided by E
service components middleware, ad subsequently designing them.

List of requested Compute resources.
service components
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Infrastructure integration

Description of Some development is needed for full scale deployme

infrastructure (scalability), by dynamic instantiations of virtual machines ug

integration activities | demand. Therefore, our service has been tested within VO
FedCloud with EC3 middleware developed by UPV, Valencia.
EC3 service has development plan to offer prealidated recipes
and Ansible roles in a trusted repository to guarantee that us
who use that repository do not incur in any security breach &
that the VMs generated are safe according to the EGI stande
The UPV cdirms its willingness to support the group from INRA
the development of new configutmns and the support to users.

Training
Description of A formation on the Galaxy based service has been organized w
training activities R-Syst network (the dentific community for molecular baset

taxonomy). We plan to organize once a year such a formation f
wider audience for users.

We plan to organize such a traig session on European scale.
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