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Deliverable Abstract

One of the main goals of the Technical Coordinatféork Package (WP10) in the ECB@

project is to play a supportive role to thgarticipants (e.g. hematic Services,Competence
CentresandBusinessilots) and external user communities (not directly involved in the proj
but engaged through other channels, e.g. the EOSC Portal) in the integration of their s¢
into the Hub. In order tdetter structure ancconsolidate this support, WP10 has defineutlas

currently operating procedures to elicit, assess and track the technical requirements of
communities and, consequently, provide adequate assistance to the user communities to
the service of the Hub. The procedurdsscribed in this documercover also the cases whe
gaps é.g.lacking one or more features) have been identified in the EQ®Gervice offeand,

eventually, triggering other project activities that will take care of extending the of
accordingly From a technical standpointhe technical support activity is operating since t
first months of the projectThisallowed to extract metrics, suitable to depict the advancem
achieved by each use case in the E@@Cintegration path These metricare reported in this
document(Section 6)Finally, details are provided about the outcome of the technical sup
activities for three exemplars use cases: DODAS and OPENCoastS thematic services
ELIXIR competence centre.
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Executive summary

One of the main goals of the Technical Coordinatork Packagé/NP10) in the EOStib project

is to play a supportive role to the participar{thematic services, competencentresandbusiness
pilots) and external user communitigiot directly involved in the project but engaged through
other channels, e.g. the EOSC Poritaljhe integration of their services into the Hub. In order to
better structure andconsolidate this support, WP10 has defined and is currently operating
procedues to elicit, assess and track the technical requirements of such commuaities
consequently, provide adequasessistance to the user communities to adopt the service of the Hub
The proceduralescribed in this documertover also the casavhengaps €.g.lacking one or more
features) have been identified in the ECR@ service offeand, eventuallyafter the analysis of a
use casetriggering other project activities that will take care of extending the offer accordingly.

The T10.3proceduresto supmort customershave well-defined interfaces towards other project
activities and processes of the EOSC Service Management SystemTsdd8)terfacesare shortly
described below:

1 Interface towards theService Order and Customer Relationdiipnagement (SOCRW
process (T4.2) and WP7 (Thematic services), WP8 (Compefamtee3, WP9 (Business
pilots) to receive new use cases and technical requirements.

1 Interface towardsService Portfolio ManagemerSPN) process (T2.2), T10.Technical
Roadmapand T10.Z%ervice Catalogue Technical Evolutmextend the service offer of the
Hub when gapsave been identified after the analysis of a use cdsgs extension can be
achieved either enhancing services alrgadailable in theservicecatalogue or enriching the
catalogue with new services

1 Interface towards theChange ManagemeniCHM and Release and Deploy Management
(RDM processes(T4.6) to implement changes on the services to satisfy customer
requirements.

When a new request from a user community is identified, through one of the above mentioned
interfaces T10.3 starts a process to gather technical requirements inspired in an agile software
development topdown approach where, starting from the higéwvel user stories use casesire
defined and linked to théechnical requirementthat derive from them. This information is stored

in the Community Requirements B&nd permanently reviewed by the technical support team in
collaboration with the community staeholders. Once the requirements are eligible for a deeper
technical assessment, T10.3 creates an associatedf@mnee, issue in the Activity dashboard in
JIRA

1 https://wiki.eoschub.eu/display/EOSC/Community+requirements+DB
2 https://jira.eosc-hub.eu/projects/EOSCWP10/sumary
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All thedefinedstepsto provide technical suppoyrand the related interfacewards processes and
project activities have been embedded in a procedure (SOGRK) of the SOCRM procéss the
EOSC SM&th the aim ta

1 create a welldefined communication channel between the technical support team and
people on thefirst line of supportworking with requests from user communities received
through the EOSC Portal or other channels

1 make homogeneous the communication with the different customansl

1 smplify the work of the technical supporters thaave clear guidelines to follow.

The technical support activity is operating since the first months of the project and the Community
Requirements DB already provides detailed information about a relevant number of use cases
analysed by WP10. Likewigae JRA issue tracking system contains the discussions and technical
information (knowledge base) gathered throughout the lifetime of each technical requirement. This
allowed to extract metricssuitable todepict the advancement achieved by each use caséen t
EOS@wb integration path These metricare reported in this documeniSection 6)Finally, more
details are provided about the outcome of the technical support activities for three exemplars use
cases: DODAS and OPENCoastS thematic services antiXifire dimpetenceentre.

3 https://wiki.eoschub.eu/display/EOSC/SOCRM+Provide+technical+support
4 https://wiki.eoschub.eu/display/EOSC/Service+Order+and+Customer+Relationship+Management+
+SOCRM
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1 Introduction

The present document contains the first series of the Requirements and Gap Analysis report
Overall, ths reportfocuseson describing the initial procedures elaborated and followed by WP10
in order to operate the whole requirement analysis workflow. The interfaces with the connecting
processes both internal and external to the WHare described, as well as the sharedi®required

to implement them. Finally, an up-date report about the progress in the EOB@ integration

path of each use case is provideith three exemplars use cases described in detalil



2 Interfaces with other project activities and EOSC
SM3proceses

The technical support activity (T10.3) receives requests for support through different channels
including:

T SOCRM procesehind the EOSC Portal
1 WP7 Thematic Services,

1 WP8 Competenc€entres

1 WHP9 Digital Innovation Huland

1 WP3 Stakeholder Engagemgnt

After the cases are analyse@1l0.3take cares of providingechnical assistance to the user
communities to adopt the service of the Hub leveraging, when needed, on the support given by the
other project activities.

Furthermore, when a gap has been iddietd, T10.3,n conjunction with the gap analysis activity

(T10.4), collaborates with other project technical activities (WP5, WP6 and WP7) toddkien

service offer of the HubThis extensiorcould be achieved either enhancing services already
availabe in theserviceOl G £ 23dzS 2NJ SYNAOKAy3I G4KS OF G t 23dzS
needs.

For these reasonsa successful coordination is requested between the involved work packages, as
described hereunder:

9 Strategy and Business Development (WP2)

o In particular the task Service Roadmap, Service Portfolio and Service Catalogue
activity (T2.2) manages the service roadmap and both internal and external service
catalogues, in coordination with the Technology Committee (TCOM), designed by the
Technical Roadmagutivity (T10.1).

9 Federated Service Management (WP4)

0 TheService Order and CustenRelationship Managemef8OCRM, T4.2) process of
the EOSC SMS handles orders initiated by customers from user comminoitidhe
EOSC PortalOrders can be requests for the usage of specific services or more
sophisticated demands that involve multiplservices (integrations and/or
customisations) that may exist or not in the service catalogue.

0 The Configuration Management, Change Management, Release and Deployment
Managementprocess of the EOSC SMS (T4.6) defines and implements ITSM best
practices forthe proper maintenance and update of the services and service
components.

9 Technical Coordination (WP10), where:

0 T10.1 provides the technical roadmap leveraging the expertise of the TCOM to scout
emerging technologies, analyse and prioritise requirementsbéo proposed for
AMB/PMB approval. Major changes in the service catalogue are agreed with T2.2.

0 T10.2 defines and assesses conformance of services to the Rules of Participation.



0 T10.3 gathers, in a first phase, technical requirements from use cases nibethai
(e.g.: hematic Srvices,CompetenceCentres BusinessPilots) and external to the
project (e.g. identified by the Stakeholder Engagement activity or through an order
received from the EOSC Portal). Further requirement analysis, tracking and technical
support is provided in order to allow customers to fully exploit the services in the
catalogue.

0 T104 performs a deeper analysis of the requirements not satisfied by the current
service catalogue. These requirements are first identified by T10.3, flagged as
technical gaps and handed overttos taskfor further evaluation. Solutions that imply
major changes in the service catalogue are evaluated in collaboration with T2.2.

Figurel describes interfaces between T10.3 and T10.4 with other project activities andiE®SC
SMS processes, highlighting the impact of the requirement and gap analysis on the service catalogue
and on its evolution. All the interactions are described later in this section.

Requirement analysis support

for integration or new Capacity requirements

. . functionality
CC, Thematic services, WP4
business pilots I CRM
T103, T10.4 T10.3 - analysis and priority
SMS processes | T10.4 - gap analysis
(WP4 CRM)
Gap identified
No gap __ WP2 SPM
Change requests to existing LB SDTP (new services / major
functionality or known changes)
requirements Work (T10.2)

Create ticket with risk

analysis Technical Groups

WP4 CHM (incl. software TCOM
developers (T10.1)
WP5 WP6)

Advice on standards and best practices to be
followed,

Analysis of change impact on the EOSC-hub
catalogue

N4 NS

Develop new functionality
following RDM

Implementation in WP5,
WP4 RDM WPE, WPT

Figurel. Evolution of the service catalogue dew by the requirements and gap analysis.



2.1 WP10 link with use cases (WP7, WP8, WP9) and SOCRM process
(T4.2)

Requirement analysis support
for integration or new

Capacity requirements
functionality

CC, Thematic services,
business pilots |

wp4
CRM

T103, T104 T10.3 - analysis and priority

T10.4 - gap analysis

SMS processes |
(WP4 CRM)

Figure2. WP10 analyses and supports requirements from both internal and external use cases.

As furtherly explained in th&ection4, WP10 manages the process of gathering, analysing and
tracking technical requirements extracted from the feedback that is continuously obtained from the
proiSOG Q& dzaS Ol aSazx APdSod ¢ K entrédsWO8) and RUBiReSsPHots6 2 t T 0
(WP9), together with those identified by the SOCRM process and the WP3 Stakeholder Engagement
activity. Figure2 depicts the different sources from which the requests for requirement handling

may come from.

In what regards to orders coming from external communities, they are received from a single point
of access, represented by thEOSC marketplace (a key component of the EOSC Portal), and
subsequently processed by the SOCRM process (T4.2). S@ERNM same ticketing system (see
Section4 ¢ Tools to record and handle requiremertts tracks each order andhandle the internal
requirements. Consequently, whenever a technical assessment is requiredcddassign the
ticket to WP10.3 that will perform the requirements and gap analysis.

2.1.1 SOCRM process (T4.2) and Technical Support (T10.3) interaction

By the time of writing of this document,ceording to the number of services requested, we can
distinguish three different types of ders:

1. Orders related to a unique service or, more in general, to a unique provider;
2. Orders that involve multiple services managed by more than a single provider;
3. Orders that do not or incorrectly identify services.

T10.3 intervention is required whehe SOCRM receives a not wadifined order (e.g. the customer
wants to achieve something without a clear idea of which services should as&)n order that
requires the combined usage of services from different provithersausethis could raise the nek
to implement or enabléntegrationbetween services

When multiple services from different providers are required, T10.3 evaluates the suitability of the
solution byanalysingcompatibility issues, identifying the potential technical gaps, and suggesting
alternative options when needed. In those cases where orders do not detail the individual sgervices
or they are wrongly formulated, T10.3 is involved by SOCRM to help on identifying the most suitable
services. This is done with dedicated meetings with dmenmunities, interviews, sharing of
information about services, etc.
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2.2 WP10 and SPM process interaction

T103, T1 04 T10.3 - analyziz and priority
T10.4 - gap analysis
—| Gap identified
Mo gap '.\\_ _ I WP2 SPM
Change requests to existing ~ Initiate (710.4) v spTP (new services / major
functionality or l;s nown p B changes)
Fequiremen' work (T10.2)
I v

Technical Groups

(incl. software /‘—l TCOM
developers (T10.1)

WP5 WP6)

Advice on standards and best practices to be
followed,

Analysis of change impact on the EOSC-hub
catalogue

Figure3. Workflows initiated (gap and no gap) by WP10 to tackle the technical requirements implementation.

Technical requiremnts can be either satisfied by the set of services existing is¢heceportfolio

or conversely, the required functionality cannot be addressed by extending the present services but
only by the usage of othe-shelf software. In the latter case, a tatical gap is issued by the support
groups in T10.3.Gap analysis is performed by T10.4 in partnership with T1é&v2raging on the
expertise of Technical Committee (TCOM) and technical groups (from WP5, WP6 andnyP7)
takinginto account advice on stalards and best practice$he outcome of this gap analysis is the
agreement on the solutions required revised from statiethe-art open source technologies, once

the analysis of the change impact in the E@®88 catalogue and the compliance with standsrd

and best practices have been assessed. In case no solutions are identified during this analysis, WP5.
WP6 and WP7 will be initially contacted to implement the missing features. Other solutions, outside
EOS@wub, will be investigated in case the WP5, W4P@ WP7 effort requested to implement the

new solution is not enoughSolutions that imply major changes to the service portfolio are
ultimately evaluated in collaboration with T2.2, as part of the portfolio management. In the latter
case, a Service Degwibn Transition Package (SDTP) is created in order to ensure proper
evaluation, define the necessary pieces of information regarding the service design, delivery and
transition planning according tihe SPM process of the EOSC SMS.

When there are ndechnical gaps in one or several services from the catalogue, T10.3 assigns the
requirement to the Technical Groups in WP5, WP6 and WP7 in order tpribatised and,
eventually,implemented.
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2.3 WP10 and CHM/RDM processes interaction

WP4 CHM

Create ticket with risk
analysis

<

WP4 RDM

Develop new functionality
following RDM

Technical Groups
(incl. software

developers
WP5 WP6)

AN

<

Implementation in WP5,
WP6, WPT

Figure4. WP4 drives the implementation and release of each new change that may be derived from the assessment

of the technical requirements.

In order to proceed with the implementationTechnical Groupdirst perform an initial risk
assessment of thehange before being registered as a change request, and prioritized, in the

Change Management (CHM) process of the EOSC SMS.

The actual implementation of changes and new functionalities are organized and managed by
software developers within WP5, WP6 and WHhe development and delivery of new software
changes will follow the Release and Deployment Management (RDM) guidelines, as the final step
before making these new functionalities available to the communities that requested them.
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3 Gathering technical requements

Whena new request from a user community is identified, as described in the previous section, T10.3
starts the procesgo gather technical requirementst is inspired in an agile software development
top-down approach where, starting from the thidevel user storiesthe use caseare defined and
linked to thetechnical requirementshat derive from them. This information is compiled in a
document for each anasgd use casandstored in the Community Requirements DB as described

in Section4.

User stories and useases are periodically reviewed by the community stakeholders to keep them
updated. Technical requirements will be updated accordingly.

For the sake of completenegs, the next sessionye will briefly review the three aforementioned
pieces of information that, once extracted, help to identify the expected objectives and outcomes
of the different stakeholders involved (i.e. customers atelelopment teams) andacilitate the
communication among them.

3.1 User stories

User storiesire informal, natural language description of one or more features of a software system.
They can be characterized by:

91 Description of the benefit and value to the use
 Outline,inanoi SOKYyAOIf fFy3dzr3S8Sx 2F GKS
goal.
9 User stories might take the following forms:
0 "As a <role>, | want <capability> so that <receive benefit>"
0 "In order to <receive benefit> as a <rolewdnt <goal/desire>"
0 "As <persona>, | want <what?> so that <why?>" where a persona is a fictional
stakeholder (e.g. user). A persona may include a name, picture; characteristics,
behaviours attitudes, and a goal which the product should help them achieve.

¢CKS F2tt26Ay3 A& | A pdSudervitlie Elimatd gauzsia$ NJand i BripBwer &
researchers from academia to interact with dateats stored in the Climate Catalogue and bring their
own applications t@analysethis data on remote cloud sezks offered via EGI.

¢
(0p))
Q)¢
>
Z
&
pu

3.2 Use cases

Use caseare action lists or event steps typically defining the interactions between a role/actor and
a system to achieve a goal. They:

91 Describe the interaction between the actor and a system.

1 Referto the list of actionslerived from the user stories, between a role or actor and a system
G2 T OKAS@S (KS 321t 66KSNB W OG2ND OFy 068

1 Since a system is involved, the dependencies with HDBGervices for each action are
already identified at this stage

2 d

LIS ;
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T

Use case descriptions do not follow a specific format as user stories do, they describe a single
action which implies a subjestrb-object structure and the system that is involved in the
action.

A simple example of a use case is the followind) Data are selected; 2) Software
selected/uploaded; 3) Data staging at HPC resource3rabessing of data; 5) Results presegted

3.3 Technical requirements

Technical requirementdescribe the technical work that needs to be implemented on the EQ®BC
services teenable the use cases.

T

Technical requirements are the small units of development or integration work to be done by
the technical groups and product teams within WP5, WP6 and WP7.
A JIRA issue must be created for each identified new technical requirement.
Each requirement contains the following information:

o Formal description

0 Source Use case

o JIRA issue reference
Technical support people@versee the implementation of the requirements identifying the
best technical solution to satisfy each requirement and acting as a bridge between the
customer and the product teams.

5Members of the technical support team was chosen according to their expertise with the aim to have enough
knowledge of all the @SGhub services to properly oversee the requirement implementation.
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4 Tools to record and handle requirements

EOSaub main tools for documentean and issue tracking are, respectively, Confluence and JIRA.
WP10 relies on the tight integration among these two tools in order to connect requirement
descriptions (Confluence) together with their associated integration and development activities
(JIRA. Consequently, customers appear as involved actors within those activities, following their
progress, and being able to provide and receive timely feedback.

Eachcommunityhas assigned a unique WP10 contact. The main role of this responsible person is
driving the integration of the service in thdub by bridging users and development teams, leading
the coordination of the technical activities. The m&ifi°P10contact is backed by a team composed

by 4/5 additional technical experts from WP10 that are seldctafter the use case analysis,
according to the specific needs of the customers.

4.1 Community Requirements DB

The primary source of information is the Community Requirements DB. Each entry in the database
points to a document containing an analysis of tieehnical requirements of an internaé..
Thematic Service CompetenceCentre BusinessPilot) or external use case. The structure of this
document has three main sections corresponding to the three core components of the agile process
described inSection 3 (i.e. user stories, use cases and technical requirements).

2 KSYSOSNI I ySg dzaS OFLasS 02YSa AyX 2twmn AYAGALFff
main confcts in order to build a shared understanding that will yield to the elaboration of the user
stories. In subsequent iterations, the WP10 responsible will break down the stories into use cases
and use cases into technical requirements. The whole procekbentitansparent for the customers

as WP10 works directly in the documergtored in the Community Requirements D8t this stage

in the technical evaluation process.

4.2 Activity dashboard

Once the requirements are eligible for a deeper technical assessrittenWP10 contact creates
the associated, onon-one, issues in the Activity dashboard in JIRA, under a specific Yipeaject
in JIRA terminology) for WP1BQSCWPJ}0

Each issue contains additional relevant information, such as:

1 Components oservices involved from the catalogue
1 Project tasksnvolved.

1 Gap assessment

9 Technical committee (TCOM) area

6 https://jira.eosc-hub.eu/projects/ EOSCWP10/summary
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Each JIRA issue is then mapped back to the associated requirement definition described in the
Community Requirements DB.

A set of dashboardwsere created to facilitate the management of the JIRA issues per involved WPs,
tasks and technical areas. The following pictures show parts of the dashboards that group JIRA issue
per WP6 tasks and technical areas.

Filter Results: EOSC-hub T6.1

T

]

[+]

Key
EOSCWP10-82

EOSCWP10-45

EOSCWP10-44

EOSCWP10-32
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EOSCWP10-25

EOSCWP10-24

EOSCWP10-5

Summary
B2FIND service for LOFAR/RACC
Support for PIDs by EGI

DataHub/onedata and support for PID
profiles

Storage requests for WP8.2 Fusion CC
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WeNMR RQ3: B2DROP should be
integrated within West-Life Virtual Folder
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OPENCoastS TS

OPENCoastS need to store high-
quality/premium forecast archives in
permanent storage
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Filter Results: EOSC-hub T6.2
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EOSCWP10-73

EOSCWP10-66
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Singularity container support for
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iRODS instance accessible from the
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Customisable and permanent kernels in
Jupyter (EGI Notebook)

Data available in notebooks

WeNMR RQ1: DIRAC4EGI usage
should be integrated into the portals

Support for Docker container execution
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Figure5. Dashbard grouping JIRA issues per WP6 tasks. This picture shows the part of the dashboard related to the

T6.1Discovery andaccess and T6.2loud Compute
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Figure6. Dashboard grouping JIRA issues per technical areas. This picturesstimwpart of the dashboard related to

the Federation toolsand Cloud Computéechnical areas.
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4.3 Handle technical requirements

Technical support starts once the identified requirements have been registered in the WP10 queue
as JIRA issues. At that point imé, WP10 support teams supervise and monitor the overall
operation throughout the issue life cycle. This may imply further discussion and/or negotiation with
the service developers, especially if multiple services are involved. From WP10 point of view,
supervision of open issues cowdhe following tasks

1 Assign issues to a suitable technical contact that could support the case for each service the
customer is going to test/use:

0 A suitable technical expert from T10.3.

0 Leader of the technical team that is maintaining and developing the service in case
the requirement triggers technical development or integration activities or there is
not enoughexpertise within T10.3.

I Act as an interface between customers and techriieams:

o Timely reporting to user communities through the JIRA issues, online meetings, etc.

0 Setup testbed to allow customers to try and validate services.

o Digest the technical feedback (documentation, etagceived by technical groups
to extract the rdevant parts that need to be understood by the supported
communities.

1 Report on the status of the technical activities in T10.3 meeting:

0 Report about achievements.

o Describe open issues and showstoppers.
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5 Procedure to provide technical support

A procedure tgrovide technical support (SOCRM) has been defined as part of the Service Order

and Customer Relationship Management (SOCRM) process of the EOSC SMS. Aim of this procedure
is creating avell-definedcommunication channel between the technical supp@arn and first line

of support working with requests from user communities received through the EOSC Portal,
identified by the Stakeholder Engagement activity (T3.2) or by other channels, implementing the
interfaces described ifection 2. Furthermore, the procedure defines formal steps to support use
cases, implementing the concepts describedaation 4.3, and provides standard materials (e.g.

e-mail templates) to make homogeneous the communication with the different customers,
simplifying the work of the technical supporters (ttechnical support shiftejsthat have clear
guideines to follow.

The SOCRI@4 procedure is described in the Confluence area of the EOSCaBMIS summarised
below:

1. When a new request for technical support arrives, a technical support shifter is identified in
T10.3 by the task leader
2. The shifter creas a new blank entry in the Community requirements DB.
3. The shifter contacts the customer byneail and invite him/her to a teleconference attaching
materials/documentation related to services the customer is interested in.
4. The shifter defines an agenda amnan the teleconference. The meeting is structured as
follows:
a. Customer present the technical case
b. Open discussion to identify the services that best fit with the customer's
requirements
c. Ifrequested by the customer: present certain E@8L services
d. Agee on the next steps before closing the meeting.
5. After the teleconference, the shifter will:
a. Complete/finalise the meeting notes.
Identify the next steps.
Fill in the customer database entry with the information collected during the meeting.
Create techrial requirements in the WP10 JIRA gueue if needed.
Identify a technical person that could support the case for each service the customer
is going to test/use:
i. The same shifter if with an adequate knowledge of the service.
ii. A member of the T10.3 team df,needed, on WP5, WP6 and WP7 teams.
f. Send a followup email where for each service requested by the customer are
identified:
i. A technical expert that support the communities.

® a0 o

" SOCRM4 procedurehttps://wiki.esc-hub.eu/display/EOSC/SOCRM+Provide+technical+support
8 A rota of technical shifters will be setup when the number of requests will increase.



https://wiki.esc-hub.eu/display/EOSC/SOCRM-04+Provide+technical+support
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ii. The main phases of the technical support activity needed to allow the
customer b exploit the service.
iii. Timeline to have a testbed ready and steps to access.
iv. Next actions.
After that, the shifter will start to monitor the use case. He/she periodically checks the
progresses contacting the customer. He can also orgamsgvdeleconferace, as is needed,
as described in step 3 or involve more technical experts.
The shifter will close the use case when:
a. The user is happy with the services and would like to move to production. In this case
the SOCRM process will be notifiedake care othe next steps to finalise the order
b. The user considered completed the test phase for now and no immediate fajow
is planned. The use case can be considered closed and SOCRM process is notified. In
this case, the shifter will invite the customer tobsnit an order through the EOSC
marketplace whether he/she is interested to use the tested services in the future.
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6 Use case analysis

The Community Requirements DB already provides detailed information about each of the use cases
being analysed by WP10 inishfirst period. Likewise, JIRA issue tracking system contains the
discussions and technical information (knowledge base) gathered throughout the lifetime of each
technical requirement. To sum up, the following tables provide the suitable metrics thattdépi
advancement achieved by each use case in the EDB@tegration path.

Thematic services

Tablel. Summary of progress achieved by the Thematic Services in HDBC

Community Number of user Number of use Technical requirements (RQ)?°
stories (US) cases (UC)
Total | Tracked | Gap | Solved
(JIRA)
CLARIN 13 7 7 5 3 1
DODAS 8 9 9 4 2 3
ECAS 13 12 7 3 2 2
GEOSS NA NA 6 0 3 1
OPENCoastS 11 14 14 11 5 3
WeNMR 3 4 5 5 3 2
EO Pillar 11 6 7 3 6 1
DARIAH 5 1 11 2 8 1

Competence Centers

Table2. Summary of progress achieved by the Competence Centers in EQOBC

Community Number of user Number of use Technical requirements (RQ)*°
stories (US) cases (UC)

Total | Tracked | Gap | Solved
(JIRA)

® The rumber of technical requirements tracked in JIRA can be different from the total because some
requirements could be not fully defined yet and, then, not ready to be handled by the technical support team
10 The number of technical requirements tracked inAllan be different from the total because some

requirements could be not fully defined yet and, then, not ready to be handled by the technical support team
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ELIXIR 2 4 2 2 2 0
Fusion 2 5 3 3 2 0
Marine 7 7 2 2 1 0
EISCAT _3D 3 3 5 NA 5 NA
EPOS- 4 5 5 1 1 0
ORFEUS
Radio 3 14 12 6 4 0
astronomy
ICOS NA NA NA NA NA NA
Disaster 3 3 NA NA NA NA
Mitigation

Business Pilots

During this first periodEOS&ub business pilots have been directly supported by technical experts
involved on WP9 and have not being assessed by the technical support teams in WP10.

External communities

Technical support is not limited to communities participating in the proj#¢P10 might receive
requests to support additional communities interested in the EQ&Cservice catalogue, both for
usage and integration purposes. As described in Se@&itmerfaces with other processesew
O2YYdzy AUASaQ NXI dzS S8AAM dctNiBes IuRthe afedalsdl grokdividy iéached
by the Stakeholder Engagement Programme (from task WP3.2) or even by task WP10.3 itself.

During this period, le following external communitiesMaX Centre of Excellenéeand Raman
Spectroscopy Datj have been incorporated in the requirement and gap analysis processes. While
initial contacts have only being done with the former community, Raman Spectroscopy Data use
case is in a more advanced state. The following metrics correspond to this latter community:

1 Max Centre of Excellence community db entry:
https://wiki.eoschub.eu/display/EOSC/MaX+Centre+of+Excellence

2 Raman Spectroscopy Data community db entry:
https://wiki.eoschub.eu/display/EOSC/Raman+spectroscopy+dat&@NRS+San@obain



https://wiki.eosc-hub.eu/display/EOSC/MaX+Centre+of+Excellence
https://wiki.eosc-hub.eu/display/EOSC/Raman+spectroscopy+data+-+CNRS+Saint-Gobain
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Table3. Technical support metrics for Raman Spectroscopy Data use case.

Number of user stories

Number of use cases

Technical requirements (RQ)

(Us) (UC)
Total Tracked Gap | Solved
(JIRA)
1 4 3 2 0 0
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7 Sample use cases

This section describeén detail the technical support activities for threexemplarsuse cases,
DODAS and OPENCoaBt8matic Srvices and the ELIXRmpetenceCenter, giving information
about identified user stories, use cases and technical requirements with the related status.

7.1 Dynamic On Demand Analysis Service (DOT#e®aticService

The Compact Muon Solenoid (CMS) is onéheftwo generalpurpose experiments at the Large
Hadron Collider (LHC) at CERN in Geneva. CMS relies on the distributed computing capacities of the
Worldwide LHC Computing Grid in order to process aamalysethe collision data taken during LHC

live time. Solutions having the potential to provide additional computing capacity to the LHC
experiments and hence to CM%ire of extreme interest to address the future data and computing
challenges of the next generation High Luminosity LHC.

DODAS provides the eagser with an automated system that simplifies the process of provisioning,
creating, managing and accessing a pool of heterogeneous (possibly opportunistic) computing
resources. At the state of the art, DODAS provides rvuliial platforms support fora wide
plethora ofcloud systems such athe EGI Federated Cloud, OpenStack, OpenNebula, Amazon AWS
and Microsoft Azure.

Technical support activity

As described in Sectid®) these technical requirements result from a former identification of the
user stories andsubsequently, useases. Detailed data about user stories and use cases collected
for DODAS serviceareported in the following tables, while Table 4 showcases the links between
these and the resultant technical requirements, gathered by the T10.3 support team in the initial
round of contacts with the DODAS service owners.

Table4. User stories for DODAS Thematic Service.

Identifier Description

Us1 As a DODAS user | want a service that simplifies the process of provisioning,
creating, managing and accessing a pool of heterogeneous computing
resources, including private and public clouds.

us2 As a DODAS administrator, | want to be able to monitor DODAS services
(DODAS Core services)

US3 As a DODAS administrator | want to be able to monitor processes and services
running on the DODAS clusters (check status resources consumption etc.)

us4 As a DODAS end user (e.g. physicist) | want to transparently access my remote
data

US5 As a DODAS end user (e.g. physicist) | want to temporary cache input and
output data from DODAS cluster
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US6 As community adopting DODAS, | want to be able to globally share libraries
and software (e.g. runtime environment) more in general.

US7 [ As user of DODAS | want to be able to move my sandboxes (input/output)
through Dropbox like solution

uS8 As a DODAS user, | want to be able to access all my portals using the same
credentials, including authentication through the EGI Checkln when desired.

Table5. Use cases for DODAS Thematic Service.

Identifier Description

UCi The DODAS admin requests the automated deployment of a DODAS cluster

uc2 The DODAS admin checks the status of the DODAS core services

UC3 DODAS users access remote stored data from the DODAS cluster

uc4 User jobs running on DODAS clusters store temporary data on local cluster

UC5 User jobs running on DODAS clusters access software from specific file system
path

ucCe6 User jobs require to move input and output sandbox without the needs of
moving data through storages (manually)

uc7 DODAS admin and users authenticate against a single AAIl system

ucs Resource providers authenticate and authorize DODAS requests with INDIGO-
IAM tokens

UC9 [ Accounting data are gathered from the resource providers

Relationship between user stories, use cases and technical requirements arg ishbable 5. Once
the requirement iswell defined, the support team identifies the services from the EGIBG
catalaogue that could satisfy &nd creates a JIRA issuie some cases, either the functionality of the
service is not yet present, so a technical gagigsalled As previously discussed, an identified gap
may not be solved by the designated service, thusrthér analysis is required.

Table 6. Relationship between user stories, use cases and technical requirements for DODAS Thematic Service,
according to their IDs. Note that UC9/RQ9 was added as a general requirement for all the-B@S&&rvices.

User stories (US) Use cases (UC) Technical requirements

usi uCi RQ1
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US2 uc2 RQ2
US3
US4 ucs RQ3
US5 uc4 RQ4
US6 ucs RQ5
us7 uce RQ6
uss ucr RQ7
ucs RQS8
uco RQ9

Table7. List of technicafequirements for DODAS Thematic Service.

ID Description EOSC-hub | Gap | JIRA ticket Status?®®
service
RQ1 | Automated deployment of the INDIGO No | EOSCWP10- done
DODAS cluster on top of PaaS 37

heterogeneous cloud environments
through TOSCA orchestration

RQ2 | Monitoring information gathering ARGO Yes | EOSCWP10- | on hold
34
RQ3 | User data remote access OneData | No N.A.14 on hold
XRootD
RQ4 | Store temporary data locally OneData | No N.A. on hold
XRootD
RQ5 | Usage of specific global file system CVMFS No N.A. on hold
for software distribution
RQ6 | Job input and output sandbox data OneData | No N.A. on hold
movement

BwSljdzZANBYSyidia OFly 6S W2y K2f RQ T2 N Rdingar&$bPByitiuniyS | 42 y & :
is not ready yet to test the new features.
¥ A JIRA issue will mzeated when he requirementwill be better defined.


https://jira.eosc-hub.eu/browse/EOSCWP10-37
https://jira.eosc-hub.eu/browse/EOSCWP10-37
https://jira.eosc-hub.eu/browse/EOSCWP10-37
https://jira.eosc-hub.eu/browse/EOSCWP10-37
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RQ?7 | Provide authN/authZ for DODAS INDIGO- No N.A. done
users IAM

RQ8 | Resource providers integration with ESACO | Yes | EOSCWP10- todo

INDIGO-IAM AAI 36
EOSC-hub
RQ9 | Accounting data gathering APEL Yes | EOSCWP10- in
35 progress

7.2 ELIXIR Competence Center

TheELIXIREompetence Center witlontribute to establish an ELIXIR Compute Platform (ECP) which
will allow ELIXIR cloud and data providers to share cloud compute and storage capacity to replicate
and share reference datsets with each other and with their users. The platform aims to enable
researdiers to combine technical components of the ELIXIR Compute Platform services into a
seamless ecosystem, thereby creating a science resdydardizednterface to the key resources

and technological capabilities that are available fife Siencescommurity. The ECP aims to
leverage the EOSC Service Catalogue to enable two related yet distinct activities for ELIXIR.

Technical support activity

As outcome of the technical support activity performed by the T10.3 in collaboration with the
competence center,wo user stories and four use cases were identified. They are detailed in the
following tables.

Table8. User stories for the ELIXIR Competence Center.

Identifier Description

Us1 ELIXIR wants to establish a federation of cloud sites, each providing storage and
compute capacity for researchers. The federated clouds should be connected to
a data replication service (Reference Data Set Distribution Service with the
ELIXIR terminology - RDSDS) that enables ELIXIR to stage 'ELIXIR Core Data
Resources' to the cloud sites on-demand. As a result, the cloud sites become
data hosting nodes which are equipped with CPUs/GPUs and are suited for
large-scale data analysis and analytics.

Centrally provided and curated data sets can ensure high-quality research in any
of the partner states/regions. Researchers can go to their 'local' ELIXIR cloud
provider, choose an already pre-staged ELIXIR data set or request the staging
of an ELIXIR data set, choose an application of their choice (from a VM catalogue
or container catalogue), maybe upload some additional data and then perform
data analysis/analytics.

Different conditions of access may apply at the different cloud sites, but it is
expected that the cloud compute resources would be free at the point of use for



https://jira.eosc-hub.eu/browse/EOSCWP10-37
https://jira.eosc-hub.eu/browse/EOSCWP10-37
https://jira.eosc-hub.eu/browse/EOSCWP10-37
https://jira.eosc-hub.eu/browse/EOSCWP10-37

26

national/local researchers, while pay-for-use or other special conditions apply for
foreigners.

The replication of community assets to national cloud providers maximizes the
utilization of national funding and lowers the total cost of access for researchers.

The services in the setup should recognize users via their ELIXIR identity,
therefore ELIXIR AAI (Life science AAI) should be integrated with the RDSDS as
well as with the national clouds.

uSs2

The c¢cloud federation can be also eq
orchestration servicedo that e retaihedazed
community/reference applications to any of the federated cloud sites, and users
to instantiate and use the applications on those sites.

Having a centrally managed, or self-managed, container orchestration service
will allow users, who do not have access to cloud resources of their own, to
deploy containerized workflows co-located with existing data sets in cloud
locations.

The services in the setup should recognise users via their ELIXIR identity,
therefore ELIXIR AAI (Life Sciences AAI) should be integrated with the RDSDS
as well as with the national clouds.

Table9. Use cases for ELIXIR Competence Center.

Identifier

Description

uCl

Joining the cloud federation with a cloud site (cloud provider perspective):

1. AAl integration between ELIXIR and EOSC.

2. Connect ELIXIR cloud compute or data storage location with EOSC.

3. Policy compliance with policies (ELIXIR, EGI cloud, and EOSC-hub
policies).

uc2

Making reference/core data sets available for replication to the federated cloud
providers (data provider perspective):

1. Data provider publishes reference data set to RDSDS using ELIXIR
AAL

2. Based on a defined data set replication policy RDSDS triggers one or
more data transfer/synchronisation process via a central EOSC FTS
service.

3. EOSC FTS manages the transfer process between source and location
and notifies RDSDS on completion.

4. RDSDS notifies Data Provider that the data has been synchronised
and/or any errors.
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uC3 Requesting the replication of a reference/core data set to my local cloud
(researcher perspective):

1. User searches and finds for a data set with the RDSDS catalogue.

2. User initiates a transfer of the data set to their local cloud resource
using the EOSC central FTS.

3. EOSC FTS notifies the completion of the data transfer and/or errors.

UC4 Making virtualised, reference/core applications available for replication and
orchestration on the federated cloud providers (data provider perspective):

1. User searches the EOSC Service Catalogue to identify a container
orchestration service.

2. The user uses their ELIXIR credentials to instantiate a container
orchestration service.

3. User deploys a containerised application or workload to the container
orchestration service.

Two technical requirements were already identified from the use cases. Thajeaceibed in the
following tables, the first showing the relationship between the requirements, the use cases and
the user stories, the latter with a short description of the requirements and their current state.

Table 10. Relationship between user stories, use cases and technical requirements for ELIXIR Comp&entes
according to their IDs.

User stories (US) Use cases (UC) Technical requirements
Us1 UC1, UC2, UCS3 RQ1
us2 uc4 RQ2

Tablell. List of technical requirements for the ELIXIR Competence Center.

ID Description EOSC-hub service | Gap | JIRA ticket Status
RQ1 | EOSC-hub to provide an EGI FTS Yes | EOSCWP10- In
FTS data transfer service 21 progress
RQ2 | EOSC-hub to provide EGI Cloud Yes | EOSCWP10- In
Kubernetes as a service Container 34 progress
Compute



https://jira.eosc-hub.eu/browse/EOSCWP10-21
https://jira.eosc-hub.eu/browse/EOSCWP10-21
https://jira.eosc-hub.eu/browse/EOSCWP10-37
https://jira.eosc-hub.eu/browse/EOSCWP10-37
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7.3 OPENCoastS Thematic Service

The OPENCoastS @emand Operational Coastal Circulation Forecast Service) service builds on
demand circulation forecast systems for useleded sections of the North Atlantic coast and
maintain them running operationally for the timeframe defined by the user. This daily service
generates forecasts of water levels, 2D velocities and wave parameters over the spatial region of
interest for periog of 72 hours, based on numerical simulations of all relevant physical processes.
Currently, the service is deployed at a single computing site {INGRIEPT). Enlarging the service

to international access requires additional computing capacity for sgaimd resiliency (service
continuity). Furthermore, it requires access to distributed data. Consequently, integration with
more sophisticated distributed data management services is necessary.

Technical support activity

As outcome of the technical suppoatctivity performed by the T10.3 in collaboration with the
thematic service, eleven user stories and fourteen use cases were identified. They are detailed in
the following tables.

Tablel2. User stories for OPENCoaskBematic Service.

Identifier Description

us1 As a service user, | want to log into the OPENCoastS web portal through my
home institution credentials.

us2 As a service user, | want to download data from the simulation of the model.

USs3 As a service owner, | want to preserve high-quality/premium forecasts to be
offered for re-analysis.

us4 As a service owner, | want to publish the catalogue of high-quality/premium
forecasts to be offered to the service users.

US5 As a service user, | want to be able to search the forecast catalogue based on
a given set of characteristics.

US6 [ As a service owner, | want to promote the simulation data as Open Data.

US7 [ As a service owner, | estimate 40TB per month of storage consumption.

US8 As a service user, | want to run my simulations up to 72 hours.

uSs9 As a service owner, | want to run jobs in HTC, Grid and Cloud environments.

US10 | As a service owner, | want to be able to deploy the service in an automated
way using the Cloud.

US11 | As a service owner, | want to obtain monitoring and accounting information of
my running service.







