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Tiziana Ferrari

Director of the
EGI Foundation

In 2023 EGI Federation
celebrated 20 years of activity,
and it is a privilege for me to
open this annual report which

I hope will reach many of
those who contributed with
their passion, dedication and
excellence to this milestone.

This report well illustrates
how the collective efforts of
our participants and partners
contributed to the reliable
operation of our federated
infrastructure, while always
keeping an eye on innovation
to advance data-intensive
computing for research
excellence in Europe and

beyond, in all domains of
science. | believe the ultimate
measure of our success rests
on the ability to continuously
support the day-by-day needs
of large-scale distributed
computing and data access,
while advancing our technical
solutions together with research
collaborations from all domains
of science. It is not an easy task
but the pooling of our efforts
from hundreds of data centres
and research collaborations
worldwide, makes all of this
possible.

2023 saw the successful

closure of the EGI-ACE project,

a flagship project of the EOSC
initiative, which demonstrated
how research can be accelerated
by democratising access to
federated computing resources,
data and data analytics tools
through transnational access
and tailored technical support. In
30 months we supported more
than 200 different research
projects and collaborations,
impacting 77,000 active
researchers worldwide. EGI
Federation currently services
hundreds of different research

initiatives, including 20+
Research Infrastructures from
the ESFRI roadmap and 55
different international research
projects.

We increased effort in
supporting existing and new
research collaborations. Some
of these efforts resulted in

new project collaborations in
physics, environmental sciences,
cancer research and the digital
humanities. But the number of
domain-specific support actions
is broader and this report gives
a good illustration of the span of
this community effort.

| am also proud to say that
the EGI Foundation continued
its efforts in increasing the
quality and professionalism

of our mandated community
coordination tasks. In 2023 we
achieved our first ISO 27001
certification and much more...

Happy reading!

/M

Annual Report 2023

Volker Guelzow
EGI Council Chair

| am honoured to introduce you
to our Annual Report 2023. After
one year at the helm of the EGI
Council, | am happy to say that
the EGI Federation has already
achieved a lot of progress in
many of the future directions

| set at the beginning of my
mandate.

First and foremost | am happy to
see how the EGI Community is
increasing its innovation efforts
to empower researchers meeting
the requirements of the coming
decade.

The amount of data gathered,
shared and processed in frontier
research is set to increase
steeply in the coming decade,
leading to unprecedented data
processing, simulation and
analysis needs. In particular,

EGI

High Energy Physics and Radio
Astronomy are gearing up for
groundbreaking instruments,
necessitating infrastructures
many times larger than the
current capabilities. In this
context, in 2023 we prepared
the grounds to the EU-funded
SPECTRUM project, bringing
together leading European
science organisations and
e-Infrastructure providers to
formulate a Strategic Research,
Innovation, and Deployment
Agenda (SRIDA).

In the domain of environmental
science, we joined efforts with
the ENVRI Science Cluster

to consolidate and advance

the robust conceptual and
technical structure to provide
interdisciplinary data-driven
services. These services will
support climate change research,
including the development

of mitigation and adaptation
measures and strategies, and
the assessment of the climate
change risks. With this action we
are delighted to put sustainable
development goals at the centre
of our activities.

Next to this, | am delighted
to see that the community
is joining forces with major
research collaborations and
research infrastructures to

address the need of Al/ML
solutions combined with large
distributed research data and
model training and servicing.
The iMagine project is tackling
this challenge focusing on Al/
ML applied to imaging data
from aquatic science, an Al/
ML application use case that is
expected to bring breakthrough
improvements in the ability of
scientists to extract knowledge
from vast amounts of data.
Complementing this, with

the interTwin project we are
also conducting research and
innovation to co-design and
implement the prototype of

an interdisciplinary Digital

Twin Engine (DTE) — an open
source platform based on
open standards that has the
ambition to integrate with
application-specific Digital Twins
(DTs) accelerating the process
of Al/ML scientific software
development.

All these efforts are setting

a new chapter of EGI, where
existing capabilities of our
technical infrastructure are
increasingly expanded with
dedicated research and
innovation actions together with
research communities.

Yt frt



Advanced Computing

Services for a Data-
Driven Future

In 2023, the ever-growing volume of scientific data continues to drive the need
for powerful and sophisticated computing solutions. EGI, Europe’s leading
infrastructure of advanced computing services, remains at the forefront. For
the past two decades, EGl has empowered a vibrant community of over 95K
researchers from Europe and beyond by prioritising complex and large-scale
research computing needs. This strategic focus allows EGI to provide in-depth
support and expertise, fueling groundbreaking discoveries in diverse scientific

disciplines.

20 Years on the [;{X:1e] to
Empower Research

2002 A first large scale experimental
facility for distributed computing is
successfully demonstrated by the
partners of the DataGrid project.

2010 The EGI Foundation is created
and the first EGI flagship project EGl-
Inspire is launched.

2013 The scientific accomplishments
of LHC are formally acknowledged
with the Nobel Prize in Physics 2013
awarded to Frangois Englert and
Peter W. Higgs. LHC conceptualised
distributed computing as a new
approach to data-intensive science
and successfully proved its viability
at worldwide scale.

2017

2017 LIGO/Virgo scientists behind
the detection of gravitational waves
are awarded the Nobel Prize in
Physics 2017. The collaboration relied
on some of the largest European
research data centres that are part
of the EGI Federation.

2019 The EGI infrastructure breaks
the record of +1 Million core hours
and +1 Exabytes of research data
federated worldwide.

20 years with EGI
campaign

View our 20 years with EGI
campaign by scanning this
QR code.
egi.eu/20-years-with-egi

Today, EGl is proud to support over
95,000 users with their advanced
computing needs.

Annual Report 2023
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Key Highlights Accelerating .

Research in 2023 '

January e

EGI reaches a new record,
delivering more 7B CPU Hours
through the EGI High-Throughput
Compute platform

February

EGI celebrates 20 years of operations

May e
A new service catalogue was + °

published, highlighting real-

world applications of our
services across different user ¢ June HTC CPU hOU rs
communities EGI2023 took place in Poznari, Poland consu med

- over 240 participants attended the

conference, project meetings, and
July e training sessions in person, with an

additional 85 joining online.

+372M

Computational jobs

EGl receives a positive
evaluation for three new flagship
project proposals: EOSC-
Beyond, ENVRI-Hub NEXT and

SPECTRUM ° °
. A [ ] [ ]
[ [ ]
* September . e . +82M .
EGI-ACE partners concluded a ° ° ° °
successful project review, further 29 ® . o’ o Cloud CPU hours ©
validating its excellence and impact. EGI Council consumed . ¢
EGI-ACE served more than 104K users ° participants °
and its service orders represented @ 3 6 ®e oo o0 * *
35% of all EOSC service access orders. °
EU funded
November e o o prejects
The Commission announces
winners of the public L
procurement action for the
delivery of the EOSC EU ° °
Node, Procurement with EGI
Foundation and partners PS PS
participating in the delivery of
both EOSC Core components o0 O a
and EOSC Exchange services.
°
At EBDVF 2023, EGI showcased
its commitment to excellence by 'The number of publications
securing the prestigious BDVA is based on data provided by

i-Space GOLD label. OpenAlIRE Explore.

2028 ~

Annual Report 2023 EGI 9



About EGI o

Our Trends in
Numbers

17% growth

2.8% growth
. 13% growth

82M 95K

Cloud EU funded Users
CPU hours projects

S EGI Guiding Principles

60.1% growth

14% growth Vision Mission
. EGI EGI Federation EGI Foundation

-
2.8K 7.0B

Enabled HTC CPU hours .
articles 2 consumed

'GPU usage accounting data is 2The number of publications

not included in these statistics. is based on data provided by . — .
It is expected to get deployed OpenAlRE Explore.
in production in 2024, and the )

decrease is related to an increased
use of GPU by certain research Annual Report 2023
collaborations. ([ [ J




EGI Structure

EGI Members
2
O

EGI Council Participants:

Join the EGI
Federation

egi.eu/publication/joining-
the-egi-federation/

Joining the
EGI Federation




EGI Services

(CI0)
© €y

Cloud Compute
Cloud Container Compute
High-throughput Compute

Software Distribution

Services for Research

Service Catalogue

Datahub
Workload Manager
Data Transfer
Infi Manag
Online Storage

) Cl®

FitSM Training
i Notebooks

EGI Services

Discover the Power of Our
Large-Scale Computing and
Data Analytics Solutions

Training Infrastructure

egi.eu February 2024

OFfe110)

T A
"'-I-ﬁ " .J:q': !

Ofay

Service Catalogue

egi.eu/publication/egi-
service-catalogue




Our Users
4 I

O Research Sector ()

Research communities and
research infrastructures

International research projects and
research collaborations

Small international groups and
individual researchers

Private Sector

Small medium enterprises

Industry

Key
Numbers

95,000

Total number of users

+10.200

New users in 2023

O

Public Authorities &
Policy Makers

Public Authorities

Policymakers

Top 5 Cloud
Communities

WeNMR NBIS Biomed

41K 21K 1.5K

By number of registered users

Essential Partners and 13

the Largest Adopters

Research infrastructures (RI) and
research communities

WeNMR: A worldwide e-Infrastructure for NMR and structural biology

NBIS: National Bioinformatics Infrastructure Sweden
Biomed: Life Science Grid community
BiolSI: Biosystems and integrative sciences institute

ENVRI: Community of environmental research infrastructures

16

BiolSI

1K

new scientific
communities

23

ENVRI

967

Rls from the
ESFRI roadmap

Top HTC
Communities

Atlas, CMS, ALICE, LHCDb,
Belle Il, Virgo

49 1

Rls of pan- new Rls engaged
European scope in 2023
using our services

ATLAS: is a general-purpose particle physics experiment at CERN

CMS: The Compact Muon Solenoid experiment at CERN
ALICE: A Large lon Collider Experiment at CERN

LHCb: The Large Hadron Collider beauty at CERN

Belle II: is a particle physics experiment designed to study the
properties of B mesons and other particles

Virgo: is a gravitational-wave detector

Annual Report 2023

Physical Sciences
& Engineering

Landmarks
CTA, ELI ERIC,
HL-LHC
SKAO
European XFEL

Projects
KM3NeT 2.0

Social & Cultural
Innovation

Landmarks
CLARIN ERIC
DARIAH
CESSDA ERIC

Projects
E-RIHS
OPERAS

Data Computing
& Digital RIs

Projects
SoBigData++
EBRAINS
SLICES

Health & Food

Landmarks
ELIXIR
INSTRUCT ERIC
BBMRI
EU-OPENSCREEN ERIC

Projects
EMPHASIS
METROFOOD-RI

Environment

Landmarks
ACTRIS ERIC
EPOS ERIC,
Euro-Argo ERIC
IAGOS
ICOS ERIC

Projects
DANUBIUS-RI
DiSSCo
elLTER RI

ESFRI research
infrastructures
supported by EGI

EGI Federated Cloud
User Groups

46

Active Service Level Agreements
using capacities from 33
federated research clouds from
17 countries!

19.3%

increase in Cloud CPU/h
consumption in 2023.

. (Cloud CPU/h]
vo.aideosc.eu GM

The resources offered by the
EGI Infrastructure are used to
support piloting activities in the
context of the AI4EOSC EC-
funded project

'EGI Cloud Federation consists of 33
sites, 31 certified and 2 undergoing
certification

EGI

Top 5 Cloud compute user communities based on CPUh consumption:

CI d CPU/h
41M™

perla-pv.ro

In 2023, the allocated
computational resources were
used to perform ab initio DFT
calculations for band alignments
between the perovskite layer
and electron transporter layers

vo.pangeo.eu 4 6M

See success stories table below

vo.deltares.nl

1,8M™

The EGI infrastructure
contributed to further speed
up the multi-threaded scaling
of the distributed hydrological
models. Over the last year the
use case pilot switched to
Docker and moved from Python
to Julia to use the available CPU
more efficiently and shorten the
duration of the job execution.
Now, run times are 2 to 11 times

and numerical analysis of bias
stress test in order to anticipate
the PSC degradation. In addition,
two papers concerning iodine
migration were published.

vo.access.egi.eu 2 7M

Running piloting activities in
the EGI Infrastructure

faster, depending on the chosen
routing scheme. The improved
performance achieved allows the
use of distributed hydrological
models in large-scale
hydrological forecasting and
climate-change applications,
which is currently often

limited to lumped models. Two
publications were submitted.

17



Other Life Science 1.8%

Astronomy and Astrophysics 1.5%

Earth and Environmental Sciences 3.0% \ . \

Engineering and Technology 3.3%

Other Physics Sciences 7.3%

Structural Biology 44.1%

High Energy Physics (HEP) 14.2%

/
Bioinformatics 23.4%

Spread of EGl users across disciplinary areas

In 2023, the Medical and Health Sciences and Bioinformatics domains confirmed the positive trends starting
in 2022 and reported an increase in terms of numbers of users. The Medical and Health Science domain is still
dominated by the WeNMR structural biology that in 2023 registered a total of 41.5K users.

EGI Training 1.5%

Regional/national iniatives 4.6%

O,
SMEs 69/o Research Communities 35.9%

Piloting (multi-disciplinary) 12.7%

Research projects 28.3%

Research Infrastructures 9.3%

Spread of cloud CPU/h across type of activity

Also in 2023, The EGI Federation continued to promote its open call for scientific use cases. This campaign
contributed to generating interest from diverse stakeholders as reported by the pie-chart. Compared to the
previous year, a significant increase of scientific and business use cases supported was reported in 2023.
This Open Call officially continues after the end of the EGI-ACE flagship project.

18 Annual Report 2023

High Energy Physics (HEP) 2.5%

Astronomy and Astrophysics 2.6%
Support Activities 26.8%

Bioinformatics 2.8%

Arts and Humanities 3.9%

Other 5.5%

Engineering and Technology 8.5%

Other Life Science 11.8%

_ Earth and Environmental Sciences 20.7%

Other Physics Sciences 13.4%

Spread of EGI Cloud CPU-hour use across disciplinary areas

In the Medical and Health Sciences domains a significant increase in terms of Cloud CPU/h usage in 2023 was
reported by OpenRiskNet, eBrain-Health and LETHE projects. For all of them EGI offers computing resources,
services and technical consultancy for hosting domain-specific services for serving the needs of the scientific
communities. In terms of CPU/h usage, the total amount of CPU/h consumed by the Structural Biology domain
is going down steadily. This is justified by fewer COVID-19 jobs submitted by the users in 2023, and the

less CPU needs from user’s jobs. Compared to the previous year, piloting activities with business use cases
contributed to increase the amount of Cloud CPU/h used by the Engineering and Technology domain.

EGI 19



The Newest
Coordinated Projects

N
O SPECTRUM Spectrum

Elevating Data-Intensive Science in Europe

EGI Community
Flagship Projects

To accomplish our strategic objectives and
meet the needs of our expanding user base, O eoSsSC

EGI actively collaborates with or provides > EOSC Beyond
support to a range of EU-funded projects. Advancing Innovation and Collaboration for Research
In 2023, EGI secured positive evaluations

for three new coordinated projects: EOSC-

Beyond, ENVRI-Hub NEXT and SPECTRUM.

36

Projects
rur;r(;l;g in El'l(zllél{;ub ENVRI-Hub NEXT

9 NEXT Bringing Environmental Science to the Next Level

Projects
initiated in
2023

Annual Report 2023




Already Running .
Coordinated Projects SR

[ J
InterTwi
interTwin
interTwin co-designs and implements the prototype of an
interdisciplinary Digital Twin Engine (DTE) — an open source
platform based on open standards that offers the capability
to integrate with application-specific Digital Twins (DTs).
Its functional specifications and implementation are based
on a co-designed interoperability framework and conceptual
model of a DT for research — the DTE blueprint architecture.
1 Resource 1 Technology
Timeline Providers Providers
01/09/2022-31/08/2025
are delivering cloud, HTC, and are delivering the Digital Twin
Total Budget HPC resources and access to Engine infrastructure and
£12.3M Quantum systems. core capabilities.
EGI Budget .
£18M ¢ 1 4 Community 3 Software
Representatives components
Website from 5 scientific areas are have been developed or
intertwin.eu bringing requirements and extended.

developing DT applications and
thematic modules.

22 Annual Report 2023

iMagine
IMagine

iMagine delivers an Al platform designed for aquatic sciences
that operates on a federation of EGI clouds. The project aims to
offer Al-based application services for image analysis in aquatic
sciences. These services include segmentation and object
recognition and are currently undergoing final validation before
starting production operation.

Additionally, iMagine provides a range of labelled datasets that
have been utilised to train the image application services. These
datasets can be useful for retraining and developing new models.

o Use 1 2 Research
Timeline Cases Infrastructures
01/09/2022-31/08/2025

addressing marine and and relevant EU initiatives

Total Budget freshwater research and its in the marine and inland waters

€ 45M technical implementation. domains involved in the project
3 additional use cases were

EGI Budget selected through a project open

€ 829K callin 2023

Website iMagine Al

imagine-ai.eu Platform

Provides access to a diverse portfolio of Al-based image analysis
models, application services and image repositories from multiple Rls.
5 trained models are already available for reuse in the platform, and 3
labelled datasets available in Zenodo

EGI 23



Coordinated Projects EGI community

Completed in 2023 L Participated Projects .

@® Triple

@ C-SCALE

EGI-ACE o

METRO@SF00D
SoBioDato

EUREKA

LABPLAS

FANGCO

DEe0sC

Euro Gateway

i SOBIGDATA

= RESEARCH INFRASTRUCTURE

Q AI4EUROPE

ngISDOS
d
Highlight
EGI-ACE service orders 30-month duration, representing . = Heosc
represented 35% of all EOSC a significant portion of all service
service access orders. 10 EGI-ACE access orders in EOSC. “Q\ARC
services are in the ‘most ordered o ] Heosc
top 20" The project worked closely with p— Blue-Cloud2026
scientific communities, resulting -
EGI-ACE engaged with the in the creation of 53 Thematic " e
scientific community through Services across various disciplines. .
various channels, attracting 189 These services served 144 user ANERIS
access requests via the EOSC communities and contributed to |mPaCt of EGI-ACE
Marketplace and 42 additional the publication of 69 research
requests through the EGI-ACE papers. EGI-ACE also received 78 ?
PHENET

Open Call. Impressively, these citations in scientific publications,

egi.eu/publication/egi-ace-

services were used by nearly underscoring its impact on )
impact-report

77K users during the project’s research.

24 Annual Report 2023
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GOAL

O1

Be a Trusted

Service &
Technology
Partner for
Research and
Innovation

Be a Trusted Service &
Technology Partner for
Research and Innovation

EGl's Support for CESSDA



Large high-content imaging datasets from three
Screening units originating from two different EU
countries (Czechia, Spain) were transferred via

EGI servers to the FMP in Berlin (Germany) for
downstream analysis. In total, about 2.7 TB of data
with more than a million image files were transferred
with the help of the EGI services, which otherwise
would have necessitated expensive investment in

Data transfer infrastructure at EU-OPENSCREEN ERIC.

Christopher Schmied

Lead Data Scientist at EU-OPENSCREEN

Annual Report 2023

EGIl's Support for
Research Across Disciplines

Biomed's Virtual Imaging Platform (VIP)

Research Community

Supported by:

PHENO - Tuning the Herwig Event Generator
HEPs Experiment at CERN

Supported by:

C-SCALE - Enabling Copernicus Big Data Analytics

H2020 project

Supported by:



GeoScience

Pangeo - Big Earth Science Data

International Research Collaboration

EGI supported the full-day training on the Pangeo
and openEO ecosystems for developing efficient Big
Earth science data pipelines in the context of the
6th edition of the Big Data from Space 2023 (BiDS)
event.

The training equipped 35 participants with the

skills to develop efficient Big Earth science data
pipelines using open, reproducible, and scalable
tools. EGI's contributions included providing the

Climate Change

ENES - Unveiling Climate Insights

International Research Community

EGI supported the international ENES research
community by providing them with the resources
and services needed to establish an open, scalable,
and cloud-based data science environment for
climate data analysis on top of the EOSC Compute
Platform. By leveraging the support offered by EGI,
the ENES community operated its Data Space for
large-scale climate data analysis and provided
technical users with support and training activities.
The ENES Data Space offers Al/ML use cases in the
climate domain.

Social biomedical science

Supported by:
CESNET-MCC (C2)

JupyterHub/Binder Service Infrastructure, which
formed the foundation of the “Pangeo Training
Infrastructure as a Service (PTlaaS)". The Pangeo

& OpenEO communities have successfully run a
workshop using PANGEO@EOSC that makes use of
the following EGl services: EGl Check-in, EGI Online
Storage and the EGI Cloud Container Compute.

In 2023, a total of 4,8M Cloud CPU/h was consumed
by the community via EGI.

Supported by:
CESNET-MCC (CZ) and TR-FCI-ULAKBIM (TR)

The list of EGI services used by the ENES
community includes (i) EGI Cloud Compute and the
cloud-based EGI Online Storage for computing and
storage resources; (ii) EGlI Check-In to enable user
registration, authenticated and authorised access to
the ENES Data Space; (iii) the Infrastructure Manager
(IM) and Elastic Cloud Compute Cluster (EC3) to
allocate computing capacity on demand.

In 2023, a total of 1,4M Cloud CPU/h was consumed.

LETHE - Digital Cognitive Biomarkers for Brain Health ~ Supported by:

H2020 project

LETHE researches the prevention of cognitive
impairment in the elderly population at risk, ranging
from asymptomatic to subjective or mild cognitive
impairment to prodromal dementia. Through a two-
year clinical trial, knowledge gained is evaluated and
validated.

EGI led the architectural design of the LETHE
platform and components. EGIl supports LETHE
with a cloud compute infrastructure to deploy a Big
Data collection platform and analysis system that
offers personalised risk detection and intervention
on cognitive decline. Data for analysis, consisting
mainly of retrospective and prospective study data,
is managed through DataHub. The deployment of

32

IN2P3-IRES (FR)

the different cloud components and clusters is
automated with the Infrastructure Manager, allowing
the entire system to be efficiently recreated
systematically with minimal human intervention. EGI
Check-in protects different platform components
and various measures are taken to encrypt the
confidential data of trial participants, both in transit
and at rest.

LETHE has deployed different services, such as a
Data Lake, a Data Warehouse or a Dashboard for

clinicians.

1 publication was submitted in 2023.

Annual Report 2023

Biology

EuroScienceGateway - Community-Driven Life

Science Research Horizon Europe project

EGI supports EuroScienceGateway’s mission to
deliver a robust, scalable, seamlessly integrated
open infrastructure for data-driven research,
contributing an innovative and customisable service
for EOSC that enables operational open and FAIR
data and data processing, empowering European
researchers.

EGI Cloud Compute, EGI Online Storage, and EGI
Check-in enable researchers to deploy and scale
virtual machines on demand thanks to guaranteed
computational resources in the cloud. In the

Artificial Intelligence

vo.ai4eosc.eu - Fuelling Al applications
H2020 project

EGI Federation resources supported the running
the AI4EOSC platform with a subset of the cloud
providers that participate in the project. The
platform was used by the AI4EOSC scientific
communities and other external use cases to the

Manufacturing

Supported by:
INFN-CLOUD-BARI (IT), IISAS-FedCloud (SK),
CNRS (FR), CYFRONET (PL), GRNET (GR)

context of EuroScienceGateway, EGl demonstrated
how to deploy and configure clusters of virtual
machines equipped with HTCondor and Pulsar.
These clusters can seamlessly connect to Galaxy,
facilitating the efficient execution of workloads, and
connect compute and storage resources in the EGI
Federated Cloud with the UseGalaxy.eu platform,
following a Bring Your Own Compute (BYOC) and
Storage (BYOS) approach.

In 2023, a total of 690K Cloud CPU/h was
consumed from federated cloud resources.

project that are leveraging the platform to develop
Al applications.

In 2023, EGlI members provided over6M CPU
Cloud/h to support the initiative

DIGITbrain - Empowering manufacturing innovation Supported by:

H2020 project

In 2023, EGI significantly contributed to the
success of DIGITbrain, an EU initiative transforming
manufacturing through Digital Twins. DIGITbrain’s
vision aimed to unleash manufacturers’ innovation
potential by providing easy access to Digital Twins,
enabling companies to optimise manufacturing
processes, predict machine failures, and anticipate
maintenance needs. The experiments from the
manufacturing companies focused on customising
and optimising their processes, paving the way for

EGI

100%IT (UK), GRNET (GR)

cost-effective demand production.

Thanks to EGl's support, DIGITbrain advanced the
forefront of digital manufacturing, empowering
companies to embrace agile and efficient
production methods for innovation and
competitiveness.

In 2023, a total of 1,IM CPU hours was used by

DIGITbrain to execute 21 experiments, validating its
innovative approach to Digital Twins.

33



Empowering User
Communities From
Different Sectors

Industry Success Stories in 2023:
+ 12 pilots received technical support via the EOSCFuture project,
tackling challenges in diverse sectors like agriculture, mobility, open

science, and energy. (Supported by EGI-ACE and C-SCALE)
- 3 experiments in cybersecurity, robotics, and energy were enabled by
the EUH4D project with direct support from EGI.




Evolve the Service
Offering to Meet the
Needs of Researchers
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[new
@ Secrets Store Provider
Easily retrieve, manage, and rotate credentials, API IISAS

keys, and other secrets through their lifecycle

Unlock the potential of your applications and services
with our Secrets Store — a robust solution designed
to safeguard the secrets crucial for accessing your
resources. Whether it is database credentials, API
keys, certificates, or other sensitive information,

the Secrets Store empowers you to manage, rotate,
and retrieve secrets throughout their lifecycle and
securely share them with your team.

o Je]

( O ) EGI DataHub

o_o Publish a dataset and make it available to a specific
—

EGI DataHub is a high-performance data
management solution that offers unified data
access across globally distributed environments
and multiple types of underlying storage. It allows
researchers to easily share, collaborate and perform
computations on the stored data.

Users can bring data close to their community or to
the compute facilities they use, toin order to exploit
it efficiently. This is as simple as selecting which
(subset of the) data should be available at which
supporting provider.

Value

community or worldwide across federated sites.

Enhanced security without compromise.
Seamless integration with applications and
workloads.

Audit trail for usage and breach assessment.
Lifecycle management made easy.

Provider Get started
This service is offered by egi.eu/service/
providers of the EGI Federated datahub
Cloud Platform and the EGI

Federated HTC Platform

Value

Discovery of data spaces via a central portal.
Policy-based data access.

Replication of data across providers for resiliency
and availability purposes.

Integration with EGI Check-in allows access using
community credentials, including from other EGI
services and components.

File catalogue to track replication of data and
manage logical and physical files.

New Services on the Horizon

In addition to ongoing service enhancements, EGl is pioneering the development of two new innovative solutions

in 2024, the Data Orchestrator, currently in the Alpha phase, ready for early adopters, and the FedEarthData,
developed in the context of the EU-funded project C-SCALE', now transitioning to the EGI portfolio:

FedEarthData:

the Federated Earth System Simulation and Data
Processing Platform (FedEarthData) provides a
distributed infrastructure of data and compute
providers to support the execution of Earth System
Simulation and Data Processing workflows at scale.
It offers a flexible cloud-based data processing
capacity to create and scale data processing
pipelines that run on optimised execution
environments near the data. Jupyter Notebooks
and openEOQ API offer user-friendly and intuitive
processing of a wide variety of Earth Observation
datasets on these computing providers, including
the ability to integrate these data with modelling
and forecasting workflows leveraging specialised
compute resources.
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Data Orchestrator:

a software framework based on Rucio that provides
functionality to organise, manage, and access large

volumes of scientific data using customisable
policies. The data can be spread across globally
distributed locations and heterogeneous data
centres, uniting different storage and network
technologies as a single federated entity. The Data
Orchestrator offers advanced features such as

distributed data recovery or adaptive replication and

is highly scalable, modular, and extensible.

'c-scale.eu
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Major Improvement:
Enhancement of Existing Services

Researchers are at the heart of everything we do at
EGI. We understand their needs evolve constantly,
so we continuously enhance our integrated service

portfolio. Our commitment to innovation and best

Research
Sector

Public
Administration

Security & Identity

We enabled federated login to
HTCondor-CE and ARC-CE using
EGI Check-in tokens, allowing
site admins to map users and
groups based on information
encoded in the tokens (e.g.

user identifier, token issuer,
audience scopes and group/role
information).

Additionally, we have completed
the migration of the OIDC
services to a new keycloak-

Data

We enhanced the Data services
portfolio with new capabilities
and improved maturity.

We released a new version of the
DataHub service, which includes
new functionalities like Space
Marketplace, Data Workflow
Automation and Datasets
archive support.

In the area of Sensitive Data
handling, we set up a new EGI
Working Group on Trusted
Research Environments to pilot
and test new technologies
together with research
communities.

EGI

based Check-in service proxy
and developed a Keycloak
extension for group management
integrated with Check-in. This
new extension offers user-
driven enrollment, time-based
membership, hierarchical group
structures, and role-based
permissions within groups.
Furthermore, we have
implemented a new Metrics
Tracking Platform to collect and

Applications

We aligned the Notebooks and
Replay design with the EGI
guidelines.

We upgraded the Notebooks
components to the latest
JupyterHub versions, introducing
better group management and
customisation of user profiles.

We improved the usage
accounting of the services
with a broader set of metrics
and integrated it with EOSC
accounting.

practices ensures researchers have access to the
most advanced tools, enabling them to achieve their
sorrys with greater efficiency and effectiveness.

analyse authentication events,
user registrations and group
memberships. The platform
provides insights through
dashboards with visualisations
like pie charts and maps. Finally,
we have established a dedicated
space for EGI within Perun
featuring custom settings, an
EGl-compliant visual style and
the new Perun GUI.

Compute

We created a new repository for
hosting the TOSCA deployment
recipes of Infrastructure Manager.
This repository includes recipes
for commonly used templates
and facilitates community
contributions in the form of Pull
Requests.

EGI included in AppDB a FAIRness
score following the FAIR Principles
for Research Software by the
FAIR4RS RDA working group.
AppDB provides guidelines

for improving the FAIRness of
software entries in the repository.

We updated the EGI Cloud
Container Compute to deliver
access to managed Kubernetes
clusters with an integrated
registry to store container images.
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Service Integrations

Our Service
Improvements in Action

‘ ‘ Security & Identity

Collaborating with EGI has been highly beneficial
for the Pangeo community. Their guidance in
leveraging EOSC and their consistent support
has made it possible to deploy an open, scalable
Pangeo platform for European researchers. This

teamwork has significantly impacted users and the
broader community. We look forward to continuing
this productive partnership. Thank you!

Anne Fouilloux

Senior Research Engineer at Simula
Research Laboratory | Pangeo Py Y ®
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Compute and Orchestration

In 2023, EGI Compute and
Orchestration services were
featured in tutorials and
presentations at EGI2023,
IBERGRID 2023, and 1SGC2023
(International Symposium of
Grids and Clouds 2023) events.
EGI Notebooks and Replay
bring a user-friendly interface
for training and webinars with
support for interactive analytics
and Al-based workflows, thanks
to the Elyra extension, included
in the service during 2023 as an
outcome of the collaboration
with the AI4EOSC project.

Data and Storage

Tutorials and presentations have
been delivered for Data services
at EGI2023 and at the EOSC
Symposium.

In the context of the interTwin
project, a Data Orchestration
service has been set up, based
on Rucio and made available
to user communities for the
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In the context of the interTwin
project, the interLink component
was developed to deliver
access to heterogeneous
providers (e.g. HPC resources)
through a common abstraction
layer exploitable with native
Kubernetes APIs. The system
enables compatibility with
world-class supercomputers,
such as the EU first EuroHPC
supercomputer, Vega.

EGI led the definition of a new
EOSC interoperability guideline
for Compute Services, as an

development of digital twins.

In the context of the PITHIA-
NRF project, a DataHub-based
distributed storage has been
made available to the research
community studying the upper
atmosphere and near-Earth
space with digital models and
related research outcomes.

extension of the EOSC profile
v4.00. The extension describes
computing resources in the
EOSC resource catalogue with a
flexible metadata schema, and

is applicable to the compute
continuum: clouds, HTC, HPC and
potentially the edge, including
access to hardware accelerators
(e.g. GPUs).

In addition, given the demand
from user communities, a new
S3 gateway has been developed
for the EGI DataHub service and
will be rolled out to production
in 2024.

! https://rancher.com
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EGI-ACE

EGI-ACE boosted the cross-
national delivery of HTC, cloud
and container compute services
to international communities
with the combination of national
funding, pay-for-use funding
and Virtual Access funds. The
project piloted a federated

High Performance Compute
infrastructure, and established
thematic data spaces on top of
the compute-storage layer in
the domains of environmental
sciences and astrophysics.

Future

EOSC Future

EGI co-coordinated with
GEANT the technical activities
of the project that led to new
releases of the EOSC Platform,
and gradual improvements to
the EGI Core, and was tasked
with the operational delivery
of these between 2021-2024
then handover to the EOSC
Procurement projects.

Blue-Cloud2026

Afederated European FAIR and Open Research Ecosystem
for oceans, seas, coastal and inland waters.

Oeosc

Blue-Cloud 2026

In the Blue-Cloud 2026 project,
EGI developed extensions to the
EGI Notebooks service to better
integrate with the D4Science
VREs, with automated discovery
of user capabilities and seamless
access to the user’s workspace
delivering transparent access to
personal and shared data.

EGI

Technical Highlights

From Projects

Heosc | EuroScienceGateway

EuroScienceGateway

Galaxy has been integrated

with the EGI Check-in to enable
federated Authentication and
Authorisation of users. EGI
facilitated the integration of
existing computing resources
into Galaxy with the automated
deployment of Pulsar server and
computing clusters on the EGI
federated cloud with the help of
Infrastructure Manager.

g\ [AlaPublicPolicy

Al4PublicPolicy

EGI, through SZTAKI, its member
from Hungary, has continued to
provide computing and storage
resources as well as related

consultancy and user support for
the project. The cloud resources
are complemented with
Check-In, DataHub, Notebooks
and the Kubernetes instance
used for the deployment

of the components of the
Virtualized Policy Management
Environment (VPME), a fully-
fledged policy development and
management system based on
Al technologies.

PITHIA-NRF

EGI has further contributed
to the architecture of the
PITHIA e-Science Center,

and supplied compute and
storage resources as well as
related user support from
IN2P3-IRES. The allocation of
resources more than doubled
in 2023 as the e-Science
Center progressed towards
production. We worked closely
with the PITHIA community
to understand their needs

for a single sign-on solution,
and helped them define the
necessary roles and policies.
DataHub has been deployed
on top of redundant storage
to allow users to upload their
models and save the results of
their simulations.

W W W W Social Mining & Big Data Analytics

SoBigData

RESEARCH INFRASTRUCTURE. u I . l + +

SoBigData++

EGI provides the interactive
computing service for
SoBigData++ users, with a
dedicated instance of the

EGI Notebooks customised

to meet the technical needs

of the D4Science platform.

We have created tailored

user environments that

include libraries developed by
SoBigData++ researchers. For
the execution of workflows, we
have deployed a dedicated
Galaxy instance integrated with
D4Science’s authentication and
authorisation system.
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EUROPEAN FEDERATION OF
DATA DRIVEN INNOVATION
HUBS

EUhubs4data

EGI coordinated the deployment
of the Federated Data Catalogue
in the project including a CKAN
service hosted on EGI Cloud

and supported three SMEs
experiments with services from
the portfolio: EGI Notebooks,

EGI Cloud Compute (including
GPUs) and EGI Online Storage.
The extension for EGI DataHub
for the integration with IDS has
been published on the IDSA
Data Connector report. Cloud
resources have been supplied
by BIFI (Spain), IFCA (Spain), and
IISAS (Slovakia).

BD4ANRG

Big Data for Next Generation Energy

BD4ANRG

EGI, based on cloud resources
from IISAS (Slovakia), has
continued to provide computing
and storage resources and
related user support for the
project testbeds, in particular
to host the BD4ANRG Data
Governance Layer composed

of several free and open source
frameworks (Apache Druid,
Linkedin DataHub, Kafka, Minio)
and of components from the
FIWARE framework (Keyrock and
Orion-LD).
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Supporting AISD
2022-2025

Al4Europe

We contributed to the new
architecture design of the
European Al-on-Demand
platform as a federated system,
then actively participated in its
implementation including the
supply of technical elements
from the EGI portfolio.. The
Al-on-Demand platform was
integrated with the EGI Check-
in as a user Authentication and
Authorisation layer.

@ C-SCALE

C-SCALE

EGI led the definition and set-up
of the Federated Earth System
Simulation and Data Processing
Platform (FedEarthData) service
that brings together C-SCALE’s
distributed infrastructure of
data and compute providers

to support the execution of
Earth System Simulation and
Data Processing workflows

at scale. FedEarthData brings
together two types of computing
providers: cloud and HTC/HPC
via a set of interfaces for a
flexible approach to analytics:
laaS for running Virtual Machines
(VM)s and containers, HTC/HPC
batch systems to run scalable
jobs, Notebooks interface for
interactive computing and
openEO for an EO-specific
batch-oriented processing
system.

dataomite

DATAMITE

EGI contributed to the analysis
of the pilots in the project,
helping them refine their goals,
their architecture, and the
roadmap for reaching those
goals using the DATAMITE service
and other monetisation tools
provided by the project. EGI
also helped define the metadata
stored by the DATAMITE
catalogue and will work on the
implementation of a connector
that allows publishing datasets
to EU data portals.

Decido
DECIDO

EGI, based on cloud
resources at INFN Bari (Italy),
has continued to provide
computing and storage
capacities and related user
support for the project.
Additional services delivered
to the DECIDO Portal,
supporting evidence-based
policy-making are Check-In,
DataHub, and Notebooks.

¥ https://www.aideurope.eu/

% https://internationaldataspaces.
org/use/ids-components/
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o
iMagine

iMagine

The project setup the

iMagine Al platform and
integrated it with EGI check-
in for user Authentication and
Authorisation. The platform
supports the entire lifecycle
of Al model training, validation
and and is now seamlessly
accessible with federated
identities by the European
aquatic science and marine
communities. Furthermore,
the iMagine platform has been
extended with 4 clouds of
the EGI federation (CSIC, LIP,
TUBITAK, Walton), and was
onboarded into the EOSC
marketplace.

EGI designed and delivered

a ‘sensitive data cloud’
infrastructure for the LETHE
project. The system adheres

to strict security measures to
deal with highly confidential
patient data related to dementia
prediction. The LETHE platform
integrates EGI Federated Cloud
services, Storage, DataHub,
Notebooks, Accounting, Service
Monitoring and Infrastructure
Manager. User authentication
and authorisation is based on
EGI Check-In.

EGI

(o0

interTwin

interTwin

EGI, as coordinator of the
technical activities of the
project, led the architecture
design activities for the Digital
Twin Engine and delivered

the first two versions of the
Blueprint architecture. Particular
emphasis has been given to
HPC integration, reaching the
first pilots for cloud-HTC-
EuroHPC interoperability with
EuroHPC VEGA and Juelich
supercomputers.

TANGO:
TANGO

EGI has contributed to the gap
analysis on distributed data
management technologies,
end-users perceptions regarding
trust management and privacy-
preserving mechanisms. EGI

is also involved in the user
requirements collection that led
to the evolution of the TANGO
platform.

STAIRWAI
StairwAl

EGI was primarily responsible for
service requirement collection,
analysis and service architecture
design, but we also delivered,
together with INFN, a server
infrastructure for application
development and piloting. The
resulting system provides a
matchmaking service for users
of the Al-on-demand platform,
such as low tech SMEs, so they
can easily find Al assets, experts,
knowledge, hardware resource
providers and much more.

oneosc
CRAFT_OA

EGil is responsible for the
definition of Trust & Identity
best practices to enable single
sign-on for new Diamond

Open Access journal partners.
Additionally, EGl is tasked

with designing the technical
architecture for a Trust & Identity
Open Journal Platform, including
the related interoperability
framework and standards.
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Improve Skills of Users/
Operators and Maturity
in Service Providers

Training and Consultancy
for IT Experts from
Research Communities
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°

° ° °
Highlights
Distributed Deep 33 14 280+
Learning with Horovod

participants countries views on YouTube

Key numbers
Participants of the EGI FitSM training courses Training events Training event at EGI2023

Training Programme

Research
Sector
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Until June 2023, we continued providing technical consultancy and
support to various scientific use cases and scientific communities

who were selected through the EGI-ACE open call. The effort came
from a scalable and distributed team of experts composed of service
and resource providers, scientific domain experts, and federation
members. The program saw a strong demand with 23 support requests:
5 from scientific communities and EU-funded projects across diverse
scientific domains, and 18 from business use cases chosen through the
EOSC DIH and forwarded for EGI based on matching interest.

Recognising the importance of the open call, the EGI community made
the decision to extend it beyond the EGI-ACE project, and generalise
it as ‘EGI Open Call'.. This ensures continued access to essential
resources and services with community support for compute and
data-intensive scientific endeavours. These resources and services,
sponsored by various national funding agencies and EC projects,

are free to access for use cases selected through the EGI Open call.
Applicants further benefit from the expertise of a network of 22

consultants from 9 institutes across Europe, including CMCC (IT), UPV,
CSIC (ES), INFN (IT), CYFRONET (PL), Fraunhofer SCAI (DE), IN2P3, CNRS
(FR), and EGI Foundation (NL).

\

~ Fraunhofer

UNIVERSITAT
SCAl POLITECNICA
DE VALENCIA
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EGI

EGI
Federation

Interested in EGI Open
Call for Use Cases?

Apply and get Access to Services,
Tools, Training & Support sponsored
by various National Funding Agencies.

egi.eu/egi-open-call

Standardising
Service Delivery in
the EGI Federation

Throughout 2023, EGI prioritised the continuous improvement of
service delivery. Here's how:

« Empowering Service Operators: We delivered 7 dedicated training
courses to 64 service operators across the EGl Federation. These
trainees successfully completed the programme and earned formal
certifications accredited by the APMG certification authority. This
investment equips our operators with the expertise needed to deliver
exceptional service to our users.

+ Enhanced Operational Level Agreements (OLAs): We introduced
improvements to the OLAs underpinning EGI Core Services. These
enhancements guarantee a higher standard of service quality
and ensure mature, high-level service management practices are
implemented throughout the Federation.
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Strengthen the
Governance and Broaden
the International Presence

Highlights

The e-Infrastructure
Assembly actively
participated in the
e-IRG workshop held
during the Spanish EU
Presidency (November
29-30, 2023). They

Memoranda of Understanding
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EGI's global footprint: A heatmap depicting the worldwide
distribution of EGl's member and associated sites.

1

The robust solutions provided by EGI, coupled
with the close collaboration with their team

and their willingness to find the optimal mix of
models and solutions tailored to our needs, will
enable RedCLARA and SCALAC* to advance the
management of our distributed HPC resources

in Latin America. This will facilitate the R+D
community’s access to infrastructures capable of
effectively addressing the region’s challenges and
opportunities.

ik
M‘W : " | Carlos Gonzalez
“i

& ]
v Services Manager, RedCLARA

* SCALAC is Sistema de Coémputo
Avanzado de Latinoamérica y el Caribe
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Expanding our Reach through New
International Collaboration
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Be a Recognised
Foundation of EOSC

Highlight

The outcome of the European Commission’s public
procurement tender for managed services for

the European Open Science Cloud platform was
announced in November 2023. EGl is delighted

to be part of the winning consortia bidding for

two of the three procurement lots: Lot 1 - Core
Federation Services for the EOSC EU Node, and Lot
3 - Exchange Application Services for the EOSC EU
Node. The procured services will provide operations,

maintenance and support for 36 months, providing
components of the EOSC Core and Exchange.

The EOSC EU Node will provide the first fully
operational enabling infrastructure for EOSC, taking
another step along the way in the implementation
of the EOSC, with EGI playing a major role. It will also
play arole as a reference EOSC Node in the nascent
Federation of EOSC Nodes now emerging.




EOSC Nodes and the
EOSC Compute Platform

Highlight

EGl is an active member of the EOSC Association,
contributing through membership of four of the
Association’s 13 Task Forces as well as within the
EOSC Focus project which provides support to the
Association. As co-chair of two Task Forces, EGI led
delivery of important reports contributing to the
ongoing definition of EOSC.

The Technical Interoperability of Data and
Services Task Force published its report Design
Considerations for Technical Interoperability

in EOSC in October 2023, describing the main
capabilities, implementation status and key
technical design considerations of the EOSC
Interoperability Framework.

The Financial Sustainability Task Force published
its Statement on Funding EOSC in November 2023.
The Statement summarises the main findings

and conclusions of the Task Force’s work over the
preceding two years, as input towards the ongoing
considerations of the governance and funding
model for the EOSC from 2027.

Within EOSC Focus, EGl is contributing to work

to coordinate between the EOSC-related Horizon
Europe projects, to the definition of the EOSC Rules
of Participation, and to consideration of EOSC as a
European common Data Space and its relationship
to other Data Spaces.

The EOSC Core Platform
and Integration

DeO0SC | Focus

Supporting projects:

< EOSC Future



Research
Sector

Private
Sector

Supporting project:

X

EOSC DIH

EGI coordinated the EOSC Digital Innovation Hub (EOSC

DIH), fostering collaboration between industry and research
community. The DIH leveraged EOSC services and data to
facilitate innovation for businesses. It provided a platform for pilot
programs, allowing companies to test and validate new concepts
using EOSC'’s capabilities. Notably, 27 pilots were established, with
22 successfully completing their goals, some even advancing their
technology maturity. 12 pilots directly benefited from EGI services.

Beyond demand-side support, the DIH also catered to the
supply side. Following a demand analysis, Poznan University of
Life Sciences (PULS) partnered with the DIH to co-develop a
solution for analysing the impact of climate change on crops and
ecosystems. Through a transparent public tender process, ran

by EGI as an official contractor, a Polish software company, SETH,
was selected to build the solution. This collaboration resulted

in a successful outcome: an innovative commercial service was
onboarded onto the EOSC marketplace. The knowledge gained
from this project will prove valuable for similar future endeavours.
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Sharing our Story:
EGl's Communications

Strategy

2023 marked a significant year for EGlI's communication efforts. Recognising the importance of a strong
voice and a vibrant community, EGI embarked on a series of initiatives to elevate its outreach, showcase
its impact, and foster deeper engagement with researchers across Europe and beyond.

Building a Stronger Voice

A comprehensive communications strategy was
developed to guide EGI's outreach efforts and
messaging. New style and writing guidelines
ensure a homogeneous register across all EGI
communications, including publications, reports,
and social media content.w

Engaging the Community

EGl prioritises fostering a vibrant and engaged
user community. To achieve this, we organised
or contributed to several events that catered to
a wide range of EGI users. The EGI Community

Sharing Success Stories

New publications showcasing the EGI services and
impact, including the EGI service catalogue with
success stories for each service, the 2022 Annual
Report, and Impact Reports for all EGI members
were delivered. Targeted social media campaigns

Expanding Visibility

Like every year, in 2023, EGI organised its annual EGI
conference, bringing together international scientific
communities, computing and service providers,
European projects, security experts, community
managers, and policymakers, to discuss the latest
advancements in open science and advanced
research computing. In addition to EGI2023,

we maintained a significant presence at major
events like the EOSC Symposium, the IBERGRID

EGI

EGI Communications
Strategy

2024-2026

egi.eu/publication/
egi-communications-
strategy-2024-2026/

Managers Network was actively managed to foster
collaboration and engagement among EGlI members,
and the first steps were taken towards establishing
the EGI Communications Network.

leveraged success stories to highlight EGl's value
to the research community. Finally, a wealth of new
success stories were documented, showcasing the
diverse applications of EGI services in scientific
research.

conference and the Data Space Symposium.
Proactive communications activities and support
were provided for flagship projects like EGI-ACE,
interTwin, and iMagine. Contributions were also
made to EUH4D, C-SCALE, EOSC Synergy, EOSC-
Future, and other participated projects. Efforts were
undertaken to achieve visual alignment across EGI
platforms, further solidifying the brand identity.
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Our Plans

The EGI Federation is dedicated to enhancing and
extending its services to cater to the evolving
requirements of the research community. In 2024, the
focus will be on expanding the EGl service portfolio
capabilities, fostering new business models for service
delivery, scaling user support, consolidating the EGl’'s
positioning within the EOSC, and launching three new

coordinated projects.

01 To expand the EGI service
portfolio, the federation

will integrate more High-
Performance Computing (HPC)
providers, develop combined
data and compute provider
services, identify and promote
services for sensitive data
processing, and release a first
version of a Digital Twin Engine
framework and related test
applications

02 In the area of new business
models for service delivery,

the focus will be on developing
pricing models for key services

By fostering collaboration, innovation and professional service delivery, the
EGI Federation aims to consolidate a world-class research infrastructure that

of the EGI service catalogue
and nurturing mature SME
relationships.

03 To scale user support, the
Foundation will continue to run
the EGI Open Calls for access
and onboard new communities,
provide training for Community
Support Specialists (CSSs),

and enhance self-service
capabilities.

04 In 2024, the EGI Foundation
will kick off three new
coordinated projects: EOSC
Beyond will support the growth

facilitates scientific and technological progress.

of the EOSC and establish a pilot
Node network; SPECTRUM will
develop a strategy and blueprint
for the European compute

and data continuum in Radio
Astronomy and High-Energy
Physics; ENVRI-Hub NEXT will
provide an open access Hub and
a framework for interdisciplinary
research to advance science
and society. Additionally, several
participated projects, including
EOSC delivery projects with EGI
Federation members playing key
roles, will commence.
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Our Team Glossary

The EGI Foundation is the The foundation staff is distributed Our team is distributed in
coordinating body of the EGI across many countries and it the following countries: The entire glossary can be found at go.egi.eu/glossary
Federation. It was established ensures that the internal capabilities ‘ ' - l ()
in 2010 with a headquarters in sustaining the federation are 7 . . . . . . .
2 d Neth Iq d deli dg fossi ) - - « EGI: Abbreviation of EGI Federation. Note: if EGl is mentioned, this only refers to the EGI Federation.
msterdam, Netherlands. elivered professionally. sl 3 . . . . . - -
P Y - ‘ ' e T « EGI Federation: EGI Foundation, EGI Foundation Participants and Associated Participants, their linked
organisations (e.g. service and resource providers) represented within EGI Foundation that contribute to
It comprises individuals from the objectives of the foundation.
19 different nationalities, - EGI Foundation: The legal entity whose objective is to coordinate and develop, in collaboration with its
fostering a rich tapestry of Participants, the EGI infrastructure that provides long-term distributed compute and storage resources for
diverse perspectives and performing research and innovation activities.
cultural backgrounds. « EGI community:The EGI Federation plus the served research communities, the technology providers or
any other organisation linked via an agreement with the EGI Foundation and contributing to the mission of
the EGI Federation.
- EOSC: Initiative to offer researchers a virtual environment with open and seamless services for storage,
management, analysis and re-use of research data, across borders and scientific disciplines.
Senior Strategy & ) X R . R . R L.
pinovation Officer | | | SeniorStrategy & | | Senior Strategy & » HPC: Abbreviation of High-Performance Computing. A computing paradigm that focuses on the efficient
usiness Development Innovation Officer Innovation Officer
Manager Montserrat Gonzalez Xavier Salazar Forn . . . .
| Strategy and Elisa Cauhé execution of compute-intensive, tightly-coupled tasks.
drorstontesd, - - - o . . : .
(interim) Sonior Innovation - Serior Sategy . Senior Strategy & « HTC: Abbreviation of High-Throughput Compute. A computing paradigm that focuses on the efficient
Management Specialist | nnchai:iggl?Mac:argfe rOSC — slsde:rlirbig:rlisc; Innovation Ohg'i_car ti fal b £l ly— led task
Heso sty notn Smitesh Jain Liaison Managor Elia Bellussi execution of a large number of loosely-coupled tasks.
it . . . . .
Sergio Ancreozdi « NGI: The national federation of shared computing, storage and data resources that delivers sustainable,
integrated and secure distributed computing services to the national research communities and their
. L . _— i IS ialL, Digital Communications . . . . . . . . T
O aganians B % e O Eramai o o erca rage " # g epsltant international collaborators. The federation is coordinated by a National Coordinating Body providing a
single point of contact at the national level and has official membership in the EGI Council through an NGI
legal representative. Note: the name comes from “National Grid Infrastructure”, which is now deprecated.
‘ , ) ] « Virtual Organisations: A group of people (e.g. scientists, researchers) with shared interests and
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