EGI-InSPIRE

Requirements - Draft
1. AVAILABILITY CALCULATION. Flexible construction of site as customizable set of services (no mandatory CE, SE etc.) for availability/reliability computations
· to be open to the integration of new resources
· to be able to define NGI sites just hosting core middleware and operational services (to be monitored for availability/reliability on a monthly basis too)
for vos you can great virtual groups of services (kind of vo feed) for example of a cloud of services

virtual site

web site (vo id card in the future)

virtual group in GOCDB? J: gocdb wants to have it just in one site

ace in any case is not working today with vo virtual groups

vo feeds

· to be able to include VO specific services

no problem if this is in gocdb (for example for ATLAS)

· to allow the site manager to specify which are the services critical for production whose availability counts for users
the VO decides which are the relevant services not the site manager
just srm this is fine

James :
   a) if threre is no in CE in a site it is already fine, also agrees with the selecting a set of services deemed as critical 
   b) calculate the site avail/rel separately from core service that a site may offer. Operational tools are already monitored. It is also possible to split up the ngi nagios to a different administrative domain 
The idea is to create a "virtual site" combining groups of services that are entered in gocdb, VOs can then select what interests them. vo can select them in the vo id card 
 This is already in place for some VOs, however no calculation in production yet, it is based on the VO feed scheme 
For VO specific services: this is no problem as long they are in gocdb. 
Site manager specify the services for which avaialbility counts : It is considered dangerous, and  better allow that to the users.
It's already implemented through the VOfeeds mechanism that can be 
adapted to create site "clouds" as it's done for VO clouds 
It's atp that is responsible for that - the important thing is that the 
services are defined in the gocdb - even if the groups definition (as vo 
feeds) should not be on the gocdb, but it's just a suggestion - this 
mechanism implements the concept of virtual site (also for services) 
T: is there documentation about that? 
J: it's the same documentation of the vo feeds 

1.a it's fine 
1.c -if they are in the gocdb it's not a problem 
1.d it's dangerous - should be the user
2. AVAILABILITY CALCULATION. Exclude periods during which a site is uncertified from the monthly site and node availability computation. (Information of time associated to state transition from GOCDB)
Low priority, we need the history

No history in ATP at the moment.

In the list of TODO things already

· Exclude/correctly calculate availability/reliability for uncertified sites: It is given low priority but will be implemented eventually
J: it's a low priority but will be there sooner or later - we need the 
history to be provided by the gocdb 
Di: is it possible to track this now? (also for services , not only ce/se) 
J: if it's implemented on the gocdb we can do it
3. SAM and AVAILABILITY CALCULATION.

· Extension of Nagios monitoring framework to include

· All EGI/NGI operational services (GGUS, SAM databases and Nagios, operations dashboard, operations portal, GOCDB, accounting portal and DB etc.) – short term. IN THE PLAN
· All EGI/NGI middleware core services (top BDII, VOMS, WMS-LB, LFC etc.) – short term. SEE GROUPING PROBLEM, 
· EGI VO services (VO dashboard, scientific gateways) – medium term. AS ABOVE
· Extension of availability calculation engine to produce monthly availability statistics for the aforementioned services

· Gocdb already monitored 
   Middlware services are already monitored 
   Tiziana: separete availability for core services 
   James: Can also be achieved by grouping
3.a - working on it -  Dan: timeline to have the tool probes is end of 
the year 
3.b J: same grouping problems
4. REPORTING site availability reports based on ops complemented by VO-specific availability statistics (a la WLCG) when a site supports one or more VOs having using a dedicated Nagios monitoring infrastructure.  D0, PLGRID and other national VOs, 1 hungarian vo, H1 (DESY) 
· Cannot forsee a problem implementing this however users do not want complemented numbers, VOs just run for their own tests, some VOs do not care about ops tests 
however could be useful for operational reasons
J: we have a lot of regional VO and they were not running some tests. 
T: the machinery for vo ace is there, but  we need the reporting also. 
For wlcg is easy because the vo are fixed, we need report with a 
variable number of vo 
J: the reporting is the same, so if the tests are available we can do 
the report
5. REPORTING include date of site certification is site availability monthly statistics if a site was certified during that month. OK 
· james will look if its possible
6. REPORTING. 

· Monthly reports automatically generated. MANUAL CHECK FIRST. UNAVAILABILITY O THE MONITORING INFRASTRUCTURE. UK NETWORK PROBLEM. HOW TO DECLARE DOWNTIME OF GOCDB (?) WMS SERVICE WAS DOWN, OR TOP BDII HAD PROBLEMS. DO WE WIPE OUT RESULTS IF A NAGIOS WS WRONG? IT’S A POLICY, MAYBE NOT ACCEPTABLE FOR WLCG. Daniele: first report generated automatically, just for NGIs to check, with accept or reject but a verification setp needed in case of something is reject
· Allow to generate report according to customizable sets of sites (e.g. all training sites, all staged rollout nodes, or a user-selectable list of sites))

· David: The reports need manually approval so that everyone is happy, need to make resummarization more automatic, example there are still fixing UK reports. Right now sites open ticket in GGUS, half of them are erroneous. 
   Dimitris: Provide ngis that ability, with some automatic tool. For example GOCDB downtimes. Also nagios has Downtime feature, but how would be retrospective downtimes be handled? 
   James: better to just disregard rather than fine grain, there are too many complexities, also NGIs/Sites may disregard results which should not be disregarded
6.a 
Dav: we need an automatic mechanism to fix problems (i.e. unavailability 
of the monitoring infrastructure, general problems (not of the 
site/service) that affect the results, external network down)  - we fix 
these manually at the moment 
Di: how do ngis inform you about nagios problems? 
J:  now open a ticket 
Di: maybe we can put dt in gocdb but it should work retroactively 
J: it's complicated - you could have a nagios that is degraded but 
working in some tests 
Di: a degraded nagios should not be considered reliable 
J: yes, but sometimes it can be the wms that is not working and the 
nagios is fine

7. REPORTING. 

· Adopt different colouring schemes

· 70%/75% may be increased to 80%/85%

· But for core services minimum availability needs to be much higher, eg. 95% . BIG CHANGE IN THE REPOPRT. TO MAKE IT CONFIGURABLE IT’S HARDER. REPORT RE-WRITE
· James: not trivial, the template is the same. It is doable but difficult. For egi ops is trivial

8. PROBE. Develop a probe that allows to extract a node software version. If that version reached end of life, raise critical alarm in operations dashboard. 

· Glite developers will do that.
9. REGIONALIZATION. 

· Regionalization of MDDB (open to editing) and interface to simplify interactions

· Regionalization of ACE

MDDB NEEDS TO BE FINISHED AND ACE TOO FIRST. NO REGIONALIZATION OF MDDB EVER. ACE IS PART OF MRS, BUT NO VERSION FOR MYSQL NOW, JUST ORACLE, SO THIS IS JUST CENTRAL FOR THE MOMENT

· it is in plan but mddb will not be regionalized. ACE will be.
10. FAILOVER: TO BE DONE. HOT-COLD STANDARD SOLUTION NEEDED. WITH SHARED FILES SYSTEM THIS IS EASY IF IN ONE SITE, IN CASE OF REMOTE FAILOVER THIS IS MORE DIFFICULT. TWO METRICS STREAMS COMING TOGETHER ARE NOT EASY TO MANAGE. HOT COLD IS EASIER. EMIR; REQUIRES A RED HAT CLUSTER. NO CLEAN SOLUTION AT THE MOMENT, SHARED STORAGE IS EASIER. BUT THIS IS A HARD REQUIREMENT.
· James: Looking into solutions. We should not test services twice to will make everyone's life easier. Will find some standard nagios failover solution. 
There may be flaps in the tests if active/active nagios, merge of results not trivial. Waiting for Emir's proposal. 
J: having two streams of metrics will create problems because it's 
difficult two filter the right results in case of differences. Working 
on a solution active/passive, when something will be ready and 
deployable we'll announce that. Emir has something in place based on RH 
cluster solution, but we don't want to distribute it, we don't want to 
be tied to shared stora solution

James will open tickets for these points if not entered already. 

They also work on development on multiple algorithms. 

Not really new features planned mostly bugfixes documentation, and small changes.

OPEN TICKETS TO TRACK THESE ISSUES.

ONE AVAILABIBLITY CALCULATION PER VO

ALGORITHM NEEDS TO BE VALIDATED

JUST BUG FIXING DOUMENTATION AND INFRASTRUCTURE

VISUALIZATION OF AVAILABILITY STATS IN MYEGI, IN INFANCY, NEEDS A REGIONALIZED ACE.

