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	General comments:  

VisIVO looks to be a useful data visualisation tool. This document aims to describe how funds from the EGI-InSPIRE project have been utilised to allow for upgrades to VisIVO (the client-server applications themselves) and also allow for it to be ported to run on EGI assured grid infrastructures.

My main concerns – which I outline in more detail below – concern the confused nature of this document. It does not clearly describe the work carried out, it does not discuss the issues addressed in the actual port to use gLITE, and it does not detail the performance or use case scenarios when using gLITE. Further, the document closes with conclusions which suggest that the integration of VisIVO with the grid  is still to be carried out. 

I recommend that the author of the document aims to address the issues raised in the detailed points below. 

	Response from author: The work we carried out was mainly dedicated to the VisIVO API and to the usage of VisIVO with grid catalogue data files. A performance test and results is given now on par. 2.4; such results however should be considered preliminary; detailed performance metrics and complete use case scenarios will be provided when the porting will be completed with the inclusion of MPI and CUDA support (outside of the goal of this milestone); they have been not included in this milestone as they are not mandatory to use VisIVO. The Par. VII on page 5 addresses the work we have done for this milestone.



	Additional comments (not affecting the document content)  e.g.  recommendations for the future ……




Detailed comments on the content:

	N°
	Page
	§
	Observations
	Reply from author
(correction / reject,  …)

	1 
	4
	VII
	There is a lot of background on the EGI-Inspire project which I assume is not really relevant for this particular paper. 
	This was provided to have an overall view of EGI-InSPIRE
  

	2 
	5
	VIII
	As this document is describing the deployment of VisIVO with the gLITE infrastructure, I think the exec summary should have given a summary of that – thus, success in deployment, summary of the issues addressed, examples of where it has been deployed and exploited EGI infrastructure  etc. 
	VisIVO Server is deployed (up to now) in the COMETA grid infrastructure. I addressed this issue on page 5. Full performance tests will be given when the porting of MPI+CUDA will be completed

	3 
	7
	1
	The introduction is confused – a mixture of history of visIVO and some example commands. It gives no background to the approach taken in porting/ adapting the VisIV product  to the EGI infrastructure. Thus it would be useful to know for instance if the VisIVO servers in Portsmouth will support access via gLITE compliant job submissions? 
	The introduction was mainly provided to have an overview of the VisIVO product and of its history. The specific work is described in the subsequent paragraphs. In any case I specified in this section that VisIVO is not deployed in gLite grid in Portsmouth. There was a little typo (I corrected it on page 8) that could confuse the reader : VisIVO Web (and not the “server”) is hosted in Portsmouth.  VisIVO Server is a gLite-enabled tool and the version 2.1 on svn has this features. 

	4 
	9
	2.1
	Release details: main components – this is a brief description of the components – but it is a rather general description. I think it would be useful to list here the major upgrades in version 1.2 (noting that the abstract mentioned that this upgrade was funded as part of this work). Hence list of changes, performance enhancements and so forth. 

Further this section does contain some references to speed of the software, but without further information (for instance specifying the system in use, CPUs, network etc) statements such as 'no more than 30 secs are necessary for the import of 30 million binary elements' are of little quantitative value. 
	The new features include the VisIVO Library and the usage of gLite grid catalogue. I added this on page 10 paragraph 2. The par. 2.4 with performance results is given now.


	5 
	10
	2.2
	'In case of view in multithread only the first call is started as a running thread whereas subsequent threads will be queued: only one new single thread will run on the system, the others will wait for completion. This is due to the fact that VTK is not fully thread safe.' → confusing. Is this statement implying that further work is required with the API? What is the impact on real life performance and use of the software?
	At the end of 2.2 it is now better specified that the multi-process can be started simultaneously on the server. Only the multithread are queued. The API should be modified when VTK will be totally thread safe. For performances and impact see 2.4 paragraph

	6 
	11
	2.3
	When ported to run with gLITE. Which version of gLITE is this compatible with? Are there performance issues? Is their a description of the quality assurance process which was utilised to confirm that use with gLITE gives the same outputs as without gLITE? 
	We used gLite 3.1 (it is now specified in par. 2.3) and in 2.4 for what concerns performance results 

	7 
	12
	3
	Going to the VisIVO portal and downloading the software file visivo1.2.tar.gz – building for Mac OSX has no help information. Also – there are no pre-built binaries, so there is no simple installation process. Further, there appears to be no Windows version available. Thus, from an end users point of view, building and installing the software is non trivial. 
	The version 2.1 is available for window. In the next future more infos on the HowToBuild document for windows and Mac will be given

	8 
	13
	4
	The conclusion states that future work will fully port VisIVO to the grid environment. Thus, what is still to be done, this document doesn't make that clear.
	MPI and CUDA enabled version of VisIVO

	9 
	14
	5
	References could include links to papers describing gLITE, the EGI infrastructure and so forth. 
	http://glite.cern.ch/
http://www.egi.eu/
are added


English and other corrections:

Note: English and typo corrections can be made directly in the document as comments.
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