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VII. PROJECT SUMMARY 

To support science and innovation, a lasting operational model for e-Science is needed − both for coordinating the infrastructure and for delivering integrated services that cross national borders. 

The EGI-InSPIRE project will support the transition from a project-based system to a sustainable pan-European e-Infrastructure, by supporting ‘grids’ of high-performance computing (HPC) and high-throughput computing (HTC) resources. EGI-InSPIRE will also be ideally placed to integrate new Distributed Computing Infrastructures (DCIs) such as clouds, supercomputing networks and desktop grids, to benefit user communities within the European Research Area. 

EGI-InSPIRE will collect user requirements and provide support for the current and potential new user communities, for example within the ESFRI projects. Additional support will also be given to the current heavy users of the infrastructure, such as high energy physics, computational chemistry and life sciences, as they move their critical services and tools from a centralised support model to one driven by their own individual communities.

The objectives of the project are:

1. The continued operation and expansion of today’s production infrastructure by transitioning to a governance model and operational infrastructure that can be increasingly sustained outside of specific project funding.

2. The continued support of researchers within Europe and their international collaborators that are using the current production infrastructure.

3. The support for current heavy users of the infrastructure in earth science, astronomy and astrophysics, fusion, computational chemistry and materials science technology, life sciences and high energy physics as they move to sustainable support models for their own communities.

4. Interfaces that expand access to new user communities including new potential heavy users of the infrastructure from the ESFRI projects.

5. Mechanisms to integrate existing infrastructure providers in Europe and around the world into the production infrastructure, so as to provide transparent access to all authorised users.

6. Establish processes and procedures to allow the integration of new DCI technologies (e.g. clouds, volunteer desktop grids) and heterogeneous resources (e.g. HTC and HPC) into a seamless production infrastructure as they mature and demonstrate value to the EGI community.

The EGI community is a federation of independent national and community resource providers, whose resources support specific research communities and international collaborators both within Europe and worldwide. EGI.eu, coordinator of EGI-InSPIRE, brings together partner institutions established within the community to provide a set of essential human and technical services that enable secure integrated access to distributed resources on behalf of the community. 

The production infrastructure supports Virtual Research Communities (VRCs) − structured international user communities − that are grouped into specific research domains. VRCs are formally represented within EGI at both a technical and strategic level. 

VIII. EXECUTIVE SUMMARY

<< The text should provide a summary of the full report so that the reader can ‘in a page’ understand the problem it has been written to cover. This includes an overview of the background material and motivation for the report, a summary of the analysis, and the report’s main conclusions.>>
The document structure describes the overall Periodic Report (PR) sent to the European Commission (EC). The PR is structured around the different work packages within the project and the different activities within them (national operations & user support, European wide coordination, domain specific support, etc.). The completed documents from each Activity will then be assembled into a complete report by the Project Office (PO). For each section we will indicate who will provide the required information. The AMs (Activity Managers) should complete their relevant sections with input from the ROCs/NGIs/Partners as required.

The schedule is described below with reference to days after the end of Q4 and is different from the normal deliverable/milestone review schedule:

· Day + 10: All activities to provide their contributions to the QR using this template.
· Day + 20: The contributions will be assembled and edited by the PO. Issues requiring clarification will be identified and communicated to the AMs.
· Day + 25: PO circulates a final version to the AMB for review with an Executive Summary and having had responses from the AMs to the clarifications.
· Day + 30: Submit to EC.
Please also remember to collect activity metrics for q4 in the usual way.
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1. DECLARATION BY THE scientific representative of the project

<<PO and Steven to complete>>
2. PUBLISHABLE SUMMARY
MAXIMUM 4 PAGES IN TOTAL
<<Each AM to add a summary report of the year’s activities here that is NO MORE than 400 words long>>
3. Project progress
3.1. Project Objectives for the Period
EGI-InSPIRE defines the following project objectives (PO) as its goals:

· PO1: The continued operation and expansion of today’s production infrastructure by transitioning to a governance model and operational infrastructure that can be increasingly sustained outside of specific project funding.

· PO2: The continued support of researchers within Europe and their international collaborators that are using the current production infrastructure.

· PO3: The support for current heavy users of the infrastructure in Earth Science, Astronomy & Astrophysics, Fusion, Computational Chemistry and Materials Science Technology, Life Sciences and High Energy Physics as they move to sustainable support models for their own communities.

· PO4: Interfaces that expand access to new user communities including new potential heavy users of the infrastructure from the ESFRI projects.

· PO5: Mechanisms to integrate existing infrastructure providers in Europe and around the world into the production infrastructure so as to provide transparent access to all authorised users.

· PO6: Establish processes and procedures to allow the integration of new DCI technologies (e.g. clouds, volunteer desktop grids, etc.) and heterogeneous resources (e.g. HTC and HPC) into a seamless production

Progress towards these objectives is monitored through the project’s metrics. Additional metrics are defined to monitor the work of the different activities (work packages) and the national operational infrastructures within the project. The bulk of EGI-InSPIRE’s focus is on the establishment of sustainable National Grid Infrastructures (the NGIs) that deliver an operational infrastructure (SA1) and support and develops the communities using it (NA3). There is not a direct legal mapping between each partner and their corresponding NGI, as established as a participant in EGI.eu. However the legal entity that embodies each of the NGIs has delegated their technical responsibilities to an organisation (either a single legal entity or collaborative Joint Research Unit) that is a partner in EGI-InSPIRE. The partner in the project may also undertake ‘EGI Global Tasks’ on behalf of the whole community or ‘General’ tasks on behalf of heavy user communities in addition to their national operations and user support activities (‘NGI International Tasks’). The assessment of specific EGI Global Tasks and NGI International Tasks will be explored in annual milestones during the course of the project.

Therefore the metrics described in this document are used to measure work:

· As an Activity within the project

· Towards the project’s objectives (PO1-6)

· Within a Virtual Research Community (VRC)

· As a National Grid Initiative/Infrastructure (NGI)

Performance of the individual activities against the planned project metrics targets are outlined in the activity reports and the Periodic Report.

Table 1: Target Project Metrics

	Project

Object-ives
	Objective Summary
	Metrics
	Target Y1
	Target Y2
	Target Y3
	Target Y4

	PO1
	Expansion of a nationally based production infrastructure
	Total number of production resource centres in EGI (M.SA1.Size.1)

Number of job slots available in EGI-Integrated (M.SA1.Size.2a)
Number of job slots available in EGI – Project (M.SA1.Size.2b)

EGI monthly reliability [availability] of site middleware services (M.SA1.Operation.5)
	300

300,000

200,000

90%
	330

350,000

250,000

91%
	360

400,000

300,000

92%
	400

450,000

350,000

93%

	PO2
	Support of European researchers and international collaborators through VRCs
	MoUs with VRCs (M.NA2.11)

Number of papers from EGI Users (M.NA2.5)

Average number of jobs done per day for all VOs (M.SA1.Usage.1)
	5

50
500,000
	10

60
525,000
	15

70
550,000
	20

80
575,000

	PO3
	Sustainable support for Heavy User Communities
	Number of sites supporting MPI (M.SA1.Integration.2)

Number of users from HUC VOs (M.NA3.12)
	50
5,000
	75
5,500
	100
6,000
	125
6,500

	PO4
	Addition of new User Communities
	Amount of integrated desktop resources (M.SA1.Integration.3)

Number of users from non-HUC VOs (From M.NA3.12)

Public events organised (M.NA2.6)
	0

500

1,500
	5

1,000

2,000
	10

1,500

2,500
	15

2,000

3,000

	PO5
	Transparent integration of other infrastructures
	MoUs with resource providers (M.NA2.10)
	3
	5
	10
	15

	PO6
	Integration of new technologies and resources
	MoUs with Technology providers (M.NA2.9)

Number of production HPC clusters (M.SA1.Integration.1)

Amount of virtualised installed capacity accessible to EGI users (HEPSPEC) (M.SA1.Integration.4)
	2
1
0
	4
3
1
	4
5
2
	4
10
5


Table 2: Achieved Year One Project Metrics (Q1-Q3)

	Project

Object-ives
	Objective Summary
	Metrics
	Q1
	Q2
	Q3
	Target Y1

	PO1
	Expansion of a nationally based production infrastructure
	Total number of production resource centres in EGI (M.SA1.Size.1)

Number of job slots available in EGI-Integrated (M.SA1.Size.2a)
Number of job slots available in EGI – Project (M.SA1.Size.2b)

EGI monthly reliability [availability] of site middleware services (M.SA1.Operation.5)
	341

277,193

184,844

94.3%

(93.3%)
	337

296,588

197,777

91.9%

(90.7%)
	340

308,583

207,203

93.3%

(92.3%)
	300

300,000

200,000

90%

	PO2
	Support of European researchers and international collaborators through VRCs
	MoUs with VRCs (M.NA2.11)

Number of papers from EGI Users (M.NA2.5)

Average number of jobs done per day for all VOs (M.SA1.Usage.1)
	0
25
834,746
	0

25
871,073
	0

29
819,100
	5
50

500,000

	PO3
	Sustainable support for Heavy User Communities
	Number of sites supporting MPI (M.SA1.Integration.2)

Number of users from HUC VOs (M.NA3.12)
	NA

-
	73

-
	90
-
	50

5,000

	PO4
	Addition of new User Communities
	Amount of integrated desktop resources (M.SA1.Integration.3)

Number of users from non-HUC VOs (From M.NA3.12)

Public events organised (M.NA2.6)
	0
3542

-
	NA

3749

-
	1562

4109

-
	0

500
1,500

	PO5
	Transparent integration of other infrastructures
	MoUs with resource providers (M.NA2.10)
	0
	0
	0
	3

	PO6
	Integration of new technologies and resources
	MoUs with Technology providers (M.NA2.9)

Number of production HPC clusters (M.SA1.Integration.1)

Amount of virtualised installed capacity accessible to EGI users (HEPSPEC) (M.SA1.Integration.4)
	0

NA

NA
	0

55

45,200
	2

54

16,109
	2

1

0


3.2. Work progress and achievements during the period
<<AM provides a summary account of progress over all four quarters of the project in the relevant section. Please remember to include Q4 as well as a summary of the previous three quarterly reports.>>
<<The Work Package overview should include a top level general overview of the use of resources ie late partners, delayed partners>> 
<<Information on the resources used per task and per partner are at https://wiki.egi.eu/wiki/Activity_Management_Board>>
3.2.1. OPERATIONS
<<SA1 AM provides an overview, including the use of resources in the tasks.>>
3.2.1.1. Security

<<TSA1.2>>
3.2.1.2. Service Deployment

<<TSA1.3>>
3.2.1.3. Help desk & Support Teams
<<TSA1.6 & TSA1.7>>
3.2.1.4. Grid Management

<<TSA1.4, TSA1.5 & TSA1.8>>
3.2.1.5. Tools

<<Report by the JRA1 AM. Sub-section for each tool.>>
3.2.1.5.1.  Introduction and setup of the activity

Operational tools used in the day by day work of Grid operators and users are developed within the WP7 (JRA1) of the project. Most of the tools and development teams were inherited from past EGEE projects but of course development is still needed to maintain the software and to follow the evolution of the infrastructure that is expected to encompass additional resource types, such as desktop grids, cloud and high capacity computing resources. Moreover the much more distributed model for the project operations must be reflected into the development and deployment of the tools. The work started during the EGEE-III project to allow for a fully distributed or regionalized model of the operational tools will be completed. The evolution of the accounting system towards an economic and business model is also an objective of the activity.

Five tasks compose the activity:

· TJRA1.1 – Activity management: The coordination of the development work, including the definition of the release roadmaps, the representation of the activity within the projects bodies and the reporting on the status of the activity. This is a 4 years task.

· TJRA1.2 – Maintenance and development of the deployed operational tools: The  underlying  bug fixing and development work for the operational tools. This is a 4 years task.

·  TJRA1.3 – National Deployment Models: Development needed to support the deployment at a regional (or NGI) level.  This task is expected to be completed by the end of the first year of the project.

· TJRA1.4 – Accounting for different resource types: The work needed to evolve the EGI accounting system in order to encompass the different resource types that will be included into the production infrastructure and to support an economic model needed for the self sustainability of the EGI Grid. This is a 3 years task starting from the second year of the project.

· TJRA1.5 – Integrated Operations Portal: The development needed for a restructuring of the Operations Portal and its harmonization with other portal frameworks such as the Grid Configuration Database (GOCDB). This task spans over the first three years of the project.
The JRA1 activity is also responsible for providing support to the configuration of the message broker network of the production infrastructure based on the ActiveMQ system [http://activemq.apache.org/]. 

The main preliminary steps of the Joint Research Activity consisted in the setting up of the development infrastructure and in the definition of proper release procedures and requirements gathering workflows.
The inherited Operational Tools Product Teams (OTPTs – the development groups) were geographically distributed across Europe and used different development infrastructures,  in terms of bug/task tracking tools, repositories, building tools, documentation pages etc, so during the early stages of the activity one of the main tasks was the evolution of the OTPTs development infrastructure. It was decided not to change the local, independent infrastructures, but to agree on a common release procedures and requirements workflows. 

This decision had the advantage that all the OTPTs were immediately operative and could release new versions of their tools since the very beginning of the project and did not lose time in changing their development facilities and habits. The drawback was that for actors external to JRA1 it was sometimes difficult to obtain a global view of the ongoing work within JRA1. To address this situation a section dedicated to JRA1 in the EGI wiki [https://wiki.egi.eu/wiki/WP7-jra1] is used to provide links to the relevant distributed information, in particular regarding documentation resources that are maintained by OTPTs on their local infrastructure. JRA1 tries to maintain these wiki pages updated as much as possible. The EGI Request Tracker (RT) system [https://rt.egi.eu/rt/] is also used to provide an overview of the future JRA1 releases. 

A detailed description of all the OTPTs, their composition, location and used development facilities, together with an overview of the common release procedures can be found in the project milestone MS702.
During the early stages of the project it was agreed with the SA2 and SA1 activities to treat JRA1 products that need to be deployed at the regional level as any other software or middleware product that is installed in the production infrastructure and that is generally provided by third parties or by other projects (e.g. EMI). This implies that JRA1 tools that need deployment must successfully undergo the quality criteria verification, repository mirroring and staged rollout steps foreseen by the SA1 and SA2 activities and described in MS402 and MS503. During the first year of the projects only the SAM tool, being the only one deployed in all NGIs, underwent the official project release process.
The common requirement workflow definition for all the tools is now complete. Users of the JRA1 tools can create requirements anytime by filing a ticket in the Requirement queue and addressing it to the “Operational Tools” category. Requirements that arrive though other ways (e.g. emails, phone conferences, documents etc.) are also translated into RT tickets. Periodically (every two months at most) each JRA1 PT reviews the requirements list accepting those that can be addressed immediately because they do not require much effort or do not break any interaction with other tools and labels all the others items as “to be discussed”. Discussions and prioritization of those requirements take place during internal JRA1 meetings at first and then within the Operational Tools Advisory Group (OTAG) [https://wiki.egi.eu/wiki/OTAG] which is composed of representatives from the operation and users communities, from the middleware developers and from the JRA1 activity. The OTAG is the main supervisory body for the development progress. The prioritization step is particularly important in order to have a proper schedule of the development work. Together with the “Requirement queue” a so called “Roadmap queue” was created in the RT system. This is the single access point to information about new releases for all the tools. Each new release is associated to an RT ticket and in the ticket the estimate release date, links to release notes, to changelog and to documentation pages are provided. Requirements addressed by the releases are also referenced in the ticket as links to the tickets in the “Requirements queue”.
The following section summarize the work performed for each of the JRA1 tools across the activity tasks during the first year of the project.

3.2.1.5.2. Operations Portal

The Operations Portal (the former CIC Portal) is a single access point to operational information. This is used by all the project actors and is composed of various modules, the main ones being:

·  The Broadcast tool that allows users to send bulk messages to various communities

· The Operational Dashboard that collects information from many sources about site/service status and failures and allows users to semi-automatically open tickets in the EGI Helpdesk system

· A VO Identity Cards repository that stores and provides an interface for inputting Virtual Organisation (VO) static information for wider reference 

Operations Portal releases were produced during all the four quarters of the PY1. 
In June 2010 the first Regional Package was released, it is an Operations Portal deployable on NGI instances and synchronized with the central one. 

During PQ1 porting to the Symfony web framework [http://www.symfony-project.org/] of some modules of the portal was started. This process resulted in two central instances run in parallel, the old one (inherited from EGEE and also referred as CIC Portal) and the new one based on Symfony. A detailed development roadmap for the tool (MS701 [https://documents.egi.eu/document/39]) was prepared in PQ1. A new release (V2.3) for the Central Operations Portal was produced during PQ2 The updates over the previous version consisted mainly of migrating the VO ID card module in the new Portal. The VO ID Card system records the life cycle of a given VO and links the VO managers to the project management for operations. Some improvements to the Operation Dashboard and to the web pages look and feel were also available in this version. New features related to VO Management were proposed as a prototype to be validated by the EGI VO administrators and by the NA3 activity managers that produced a series of comments and new features requests for the module. Most of these requests were then included in the PQ4 release. The Operations Portal VO ID card module will become the official way to register and update the static information for a VO.
The development work needed for the notification system and for the Lavoisier web service programmatic interface [http://grid.in2p3.fr/lavoisier/, http://grid.in2p3.fr/software/lavoisier2/features.html], started in PQ1, was completed in PQ3 together with some improvements to the VO ID card. This resulted in two Operations Portal releases during PQ3, v2.4 and v2.4.1 – more details can be found at [http://operations-portal.egi.eu/aboutportal/releaseNotesBrowser].
One important upgrade of the regional package was made during PQ3. The synchronization process has been reviewed and now the regional portals are the authoritative source of information. The central instance is synchronized by pushing information from the regional instances.

PQ4 saw the release of the broadcast tool in the new portal (v2.5) and a refactoring of some modules (v2.5.1), including the Operation Dashboard that now has a new Central Operator on Duty (COD) view enabled. A new version (v2.6) was released at the beginning of April 2011 including new features and improvements for the Operation Dashboard, for the Broadcast tool (mailing list reorganization), for the VO ID Cards (new registration page, glossary added, new help) and for the Portal homepage. This last PQ4 release also included  the integration of external tools in the Operations Portal such as Bazaar [http://www.plgrid.pl/en/our_offer/tools/user_and_administrator_tools/bazaar] and the YaimVO Configurator (A tool that lets you manage the last part of the YAIM configuration file  – YAIM is the gLite configuration utility). The central instance of the Operation Portal is available at https://operations-portal.egi.eu/. 
3.2.1.5.3. EGI Helpdesk (GGUS)

The EGI Helpdesk is the main support access point for the project. Primarily used by Grid end-users and by support teams, but also by site managers who need support to solve middleware issues. It is based on the central Global Grid User Support (GGUS) system interfaced where possible with regional helpdesks.
Maintenance and development of new releases was performed during the entire PY1. Three minor GGUS releases were performed during PQ1, two during PQ2, and two during PQ3. Main achievements of these releases were:

· Regional view (xGUS) in production for NGI-DE since July 2010. This was a prototype to be evaluated by other NGIs
· GGUS redesign: with the end of EGEE and the start of EGI-InSPIRE the GGUS website got a new logo and a new style sheet. Along with the trend of decreasing height/width ratio of modern monitors (less height, more width) the navigation bar was moved from the top to the left of each web page. That way more space for the content is available
· the integration of new NGIs and new VOs into the system

· the renaming and restructuring of various support units (reorganize support units to fit the EGI model, adapt or remove legacy support units from EGEE)

· introduction of new 3rd level support units

The xGUS portal was demonstrated at the EGI Technical Forum in September 2010.
During PQ3 the GGUS Product Team worked on the Deployed Middleware Support Unit (DMSU) workflow and on the first GGUS release containing the instances of the Initiative for Globus in Europe project (IGE) and EMI support units that are hidden from normal users and for which assignment is possible only by DMSU.

Two GGUS releases in PQ4 containing a second version of the middleware instance used for the third level support and the integration of new NGIs support unit and regional helpdesks into the system. 
The development for a redesigned the Report Generator (a tool that create GGUS ticket statistics according to clients requirements also started in PQ4. The new Report Generator will allow for:

· More flexibility with new metrics available (i.e average and median of Response Time, Solution Time and Assignment Time)
· Output in further processable formats, e.g. xml

Work on continuous integration of NGIs was performed during the whole PY1 to get all NGIs integrated and to increase the number of automatic interfaces (local ticket system or xGUS).
The central instance of the GGUS helpdesk is available at http://helpdesk.egi.eu/. 

3.2.1.5.4. Grid Configuration Repository (GOCDB)

The GOCDB contains general and semi-static information about the sites participating in the production Grid (covering data such as site services installed, site manager contact details, security contacts etc.). It is accessed by all project, by other tools and by third party middleware in order to obtain an operational snapshot or a specific bit of information.
The release of GOCDB4 and decommissioning of GOCDB3 was the major goal of the GOCDB PT at the beginning of the project as a continuation of the work performed during EGEE-III. By design GOCDB4 provides:

· A GOCDB module (hereafter called “GOCDB4 Regional Module”) that can be installed by NGIs to store their own topology information (GOCDB regional modules can be operated in full production, but cannot yet synchronize to the central GOCDB)
· A central system (hereafter called “GOCDB4 Central Instance”) to present all data collected from NGI instances

· A central input module (thereafter called “GOCDB4 Input System”) to allow NGIs with no Regional GOCDB to insert data into the central instance. 

Releasing and rolling out the GOCDB4 Central Instance and Input System was thus the first step towards creating a fully regionalized GOCDB since the GOCDB4 Regional Module cannot work by design (i.e. database schema changes) with the GOCDB3 Central Instance.

A release plan made of two major steps was defined:  

1. Swap all GOCDB Programmatic Interface (GOCDBPI) URLs to point to GOCDB4 only

2. Release the frontend GOCDB4 input web portal

During PQ1 the first step was completed after a large-scale production test which verified that all possible compatibility issues were solved.
Server overload problems were found during the first hours of the test and were promptly solved by the developers. No further issues were found in the following days and the large scale test was successfully completed.
The second step was completed in PQ2 on the 14th of October after an intense testing phase that involved many actors within and outside the JRA1 activity.

During PQ2 and PQ3 effort was spent on the following:

· Provide a production quality packaging of the regional module

· Data access optimization

· Provide a SOAP [http://www.w3.org/TR/2007/REC-soap12-part0-20070427/] interface in parallel with the GOCDBPI

GOCDB status and requirements were presented at the OTAG-06 meeting in Jannuary.
Most of the effort in PQ4 was spent to address these requirements at design and implementation level. Examples of these key requirements are:

· Record Certification Status Histories (who, when, audit table) with PI/GUI updates.

· Extensions to query historic (decommissioned) NGI-to-Site associations.

· New kind of downtime status in GOCDB for Early Adopter sites for adapted reliability metric calculations.

· Clean roles in GOCDB and added Chief Operation Officier role
· Mask sites from different/entire communities (related to regionalisation). 

· Naming schema compliant with GLUE2.0 specification

· Naming schema able to encompass UNICORE services

The Central instances (visualization and input systems) of the GOCDB can be accessed starting from https://goc.egi.eu/.

The regionalization model of the GOCDB is still a controversial topic; possible use cases and implementation options are still being discussed within the regionalisation task force [https://wiki.egi.eu/wiki/Regionalization-1].
3.2.1.5.5. Accounting Repository

The Accounting Repository stores data about VO usage of site resources within the production infrastructure. Primarily accessed by other tools (e.g. the Accounting Portal) in order to create usage reports. It is based on the gLite-APEL system [https://wiki.egi.eu/wiki/APEL]. APEL sensors that provide data to be stored in the Accounting Repository are not developed by JRA1, but within the EMI project.
During PQ1 focus was on the integration of the APEL accounting system with the message broker network as decided during the previous EGEEIII project. The ActiveMQ based APEL server has been consolidated to a production level to accept and process records through the newly released glite-APEL client. During PQ2 the APEL tests have been successfully migrated from the previous legacy submitting system to the SAM Nagios and the implementation of a summary records consumer with a clear defined message format started in PQ1 was almost completed. An update with bug fixes for the gLite-APEL service has been certified and released into production. Work on the design of a distributable Regional Accounting Server has started and during PQ3 the design of the regional APEL system has necessitated several redesigns in the database schema, in the message format and in the job record database.  A roadmap has been defined to roll out the new infrastructure in PQ4. This will start with a test infrastructure to enable testing of a new gLite-APEL in EMI and clients developed by partners in other grids who used to publish by direct database insertion and will now publish Job Summaries using ActiveMQ. By the end of PQ4 the new infrastructure will be in production and a gLite-APEL using the new features described above will have been released by EMI, and hopefully EGI. 

3.2.1.5.6. Accounting Portal
The Accounting Portal is the graphical frontend for the Accounting Repository. It is accessible to anyone with a recognised grid certificate and displays overviews with details determined by the role associated with the certificate (for example user, site administrator, regional manager and VO manager).
Problems with filling vacancies at CESGA due to administrative and national law issues delayed the planned release dates for the Accounting Portal. Hiring process was completed at the end of PQ3 when two people have been contracted.

Nonetheless, work was performed during the first two quarters to support the new Programmatic Interface released with GOCDB4. Tier2 report pages were updated and several minor issues solved, the NGI View was added to the central accounting instance and an improved installation support was added to the regional package .
No official releases of the accounting portal were performed during PQ3, but development effort was spent to migrate the VO information: switch from direct Oracle connections to XML feeds in the Operations Portal and modification of the accounting scripts to obtain the data correctly. In PQ4 the Accounting Portal requirements stored in the EGI RT system that came from various clients were reviewed in order to create a development work plan at the beginning of PY2 in collaboration with the OTAG. The central instance of the Accounting Portal is available at [http://accounting.egi.eu/].   About regionalization, the prototype version of the regional accounting portal is already available. Currently several NGIs have expressed their interest in deploying a regional instance of the regional portal.
3.2.1.5.7. Service Availability Monitoring (SAM)
The SAM system is a monitoring framework for sites and services. It is used by site mangers to monitor their sites, but also at a project level as a data source to create availability/reliability statistics for the resource centers participating in the production infrastructure. It is one of the main sources of data for the Operations Dashboard described previously. It is composed of various components, the most important being:
· The test submitting framework: based on the NAGIOS system [http://www.nagios.org/] set up and customized by the NAGIOS Configurator (NCG) 

· The DataBase components: The Aggregated Topology Provider (ATP) [https://tomtools.cern.ch/confluence/display/SAM/ATP], the Metric Description DataBase (MDDB) and the Metrics Result DataBase (MRDB)

· A message bus to publish the monitoring results

· A visualization tool: MyEGI

During PQ1 three releases of the SAM system were performed: SAM-Update 1/2/3. Details and release notes can be found at  [https://tomtools.cern.ch/jira/browse/SAM/fixforversion/10027, 
https://tomtools.cern.ch/jira/browse/SAM/fixforversion/10044, 
https://tomtools.cern.ch/jira/browse/SAM/fixforversion/10046].
The transition from the ROC model (SAM instances deployed in each ROC) to the NGI model (SAM instances deployed in each NGI) was almost completed in the first quarter. At the end of PY1 the SAM is a completely regionalized tool and  a list of available instances is available at [https://wiki.egi.eu/wiki/SAM_Instances].
Starting from SAM-Update2 the tool was released using the EGI official release procedure [https://documents.egi.eu/document/53][https://documents.egi.eu/document/68] with one Early Adopter site (a production site that pre-deploy the service for a period before giving the green light to full deployment).

Two updates were released in PQ2, a minor one (update-04) at the beginning of September 2010 and a bigger one at the end of October 2010 (formally containing two updates, update-05 and update-06). Main achievements of these releases were the first version of the myEGI portal as a replacement of the previous myEGEE and a merging of various components databases into a single db. 
Release notes of SAM updates from update-04 are available at [https://tomtools.cern.ch/confluence/display/SAMDOC/Release+Notes].

Discussion with the SA1 activity on how to aggregate physical sites and services into virtual sites for monitoring purposes started during PQ2. This discussion resulted into a formal requirement discussed and approved at the OTAG-04 in November. This requirement heavily impacts the ATP component development and its implementation and is still ongoing. 
There were three updates in PQ3, two public and one internal. Update-07 was released at the end of November 2010. Update-08 was marked internal, while Update-09 was released in February 2011. Major achievements were:
· Use of ATP as topology provider for the Nagios Configuration Generator (NCG) component

· First release of new CA distribution probe

· Integration of ARC probes

· MyEGI standalone central instance

· MyEGI web services

· Added SAM release to information provider

· Support for robot certificates

· Support for configuration of uncertified sites

· Yaim (the configuration system for the tool) cleanup.

· Support of MPI services in topology

Update 10 was released in PQ4 containing various improvements and improved support for ATP VOfeeds that are the starting point to address the Virtual Sites requirement previously discussed.
Starting from PQ2 effort was spent in helping middleware providers (of ARC, UNICORE and GLOBUS) to develop probes for new middleware types and their integration into the SAM framework started. ARC probes integration was completed in update-07.
Additional support was provided to NGIs which started deploying Virtual Organisation SAM instances (IBERGRID and France). Based on the requests new VO configuration profile was added to the Update-09.
3.2.1.5.8. Metrics Portal
The Metrics Portal collects a set of metrics from different resources to help in measuring project performance and keep track of the project evolution by displaying historical values of the metrics in a single place. It also provides web interfaces to inject the metrics into the database.
Being developed at CESGA, the Metrics Portal suffered the same problems related to the hiring process that affected the Accounting Portal for the first three quarters of the project and no releases were performed during that period. Minor fixes where done to the portal inherited by EGEE-III to accommodate changes in underlying data source tools such as Gstat [http://gstat.egi.eu/].
Once the staff hiring problems were resolved a detailed 3 years development road-map with schedule for the new EGI Metrics Portal was created [http://www.egee.cesga.es/Metrics_roadmap/DMS0.1_EGI_Metrics_Portal_Roadmap_V1.doc] and development started. The presented roadmap  is based on a spiral model: three complete cycles are defined, producing a new release of the metrics portal at the end of each cycle. Inside each cycle there are six steps, one devoted to each data source. After each step a preview release including the additional metrics created will be available in the development version of the metrics portal for internal review. The first preview release was released at the beginning of April 2011. Adjustments to this preview release continued during the last month of PY1 in response to the feedback arrived from the project. There are no regionalization plans for the metrics portal that is available as a central instance only [http://metrics.egi.eu/]
3.2.2. USER SUPPORT
<<NA3 & SA3 AMs provide an overview including the use of resources in the tasks.>>>>
3.2.2.1. User Community Support Team

<< Relating to TNA3.2 collected by the NA3 AM.>>
3.2.2.2. User Support Services
<< Relating to TNA3.4 collected by the NA3 AM >>
3.2.2.3. NGI User Support Teams

<< Relating to TNA3.3 collected by the NA3 AM from the NGI activities >>
3.2.2.4. Shared Services and Tools
3.2.2.4.1. Dashboards

<<Relating to TSA3.2.1 collected by the SA3 AM.>>
3.2.2.4.2. Tools

<<Relating to TSA3.2.2 collected by the SA3 AM.>>
3.2.2.4.3. Services

<<Relating to TSA3.2.3 collected by the SA3 AM.>>
3.2.2.4.4. Workflow & Schedulers

<<Relating to TSA3.2.4 collected by the SA3 AM.>>
3.2.2.4.5. MPI

<<Relating to TSA3.2.5 collected by the SA3 AM.>>
3.2.2.5. Domain Specific Support

3.2.2.5.1. High Energy Physics

<<Relating to TSA3.3 collected by the SA3 AM.>>
3.2.2.5.2. Life Science

<<Relating to TSA3.4 collected by the SA3 AM.>>
3.2.2.5.3. Astronomy and Astrophysics

<<Relating to TSA3.5 collected by the SA3 AM.>>
3.2.2.5.4. Earth Sciences
<<Relating to TSA3.6 collected by the SA3 AM.>>
3.2.3. SOFTWARE DEVELOPMENT
<< SA2 AM provides an overview including the use of resources in the tasks.>>>>
3.2.3.1. Quality Criteria

<<Relating to TSA2.2 collected by the SA2 AM.>>
3.2.3.2. Criteria Verification

<<Relating to TSA2.3 collected by the SA2 AM.>>
3.2.3.3. Deployed Middleware Support Unit

<<Relating to TSA2.5 collected by the SA2 AM and describing the work undertaken for each middleware deployed in the infrastructure.>>
3.2.3.4. Support Infrastructure

<<Relating to TSA2.4 specifically to the software repository, but also information on the general tools and services provided to support the project. Collected by the SA2 AM.>>
3.2.4. EXTERNAL RELATIONS
<< Brief overview of the last quarter for dissemination, policy and event management activities.

Summarised by the NA2 AM. including the use of resources in the tasks.>>>>
3.2.4.1. Dissemination

<<Work undertaken by TNA2.2 from each partner. >>
3.2.4.2. Policy 

<<Work undertaken by TNA2.3 from each partner. >>
3.2.4.3. Events

<<Work undertaken by TNA2.4 from each partner. >>
3.3. Project Issues
3.3.1. OPERATIONS

<<SA1 AM provides an overview of issues>>
3.3.1.1. Issue 1
<<Issue relating to resources etc>>
3.3.1.2. Issue 2
<< Issue relating to resources etc>>
3.3.1.3. Issue n
<< Issue relating to resources etc>>
3.3.2. USER SUPPORT
<<NA3 & SA3 AMs provide an overview of issues>>
3.3.2.1. Issue 1
<<Issue relating to resources etc>>
3.3.2.2. Issue 2
<< Issue relating to resources etc>>
3.3.2.3. Issue n
<< Issue relating to resources etc>>
3.3.3. SOFTWARE DEVELOPMENT
<< SA2 AM provides an overview of issues>>
3.3.3.1. Issue 1
<<Issue relating to resources etc>>
3.3.3.2. Issue 2
<< Issue relating to resources etc>>
3.3.3.3. Issue n
<< Issue relating to resources etc >>
3.3.4. EXTERNAL RELATIONS
<< NA2 AM provides an overview of issues>>
3.3.4.1. Issue 1
<<Issue relating to resources etc>>
3.3.4.2. Issue 2
<< Issue relating to resources etc>>
3.3.4.3. Issue n
<< Issue relating to resources etc>>
3.4. Project Management
<<Overview from Director>>
3.4.1. Project Management Metrics
<<NA1 and PO>>
3.4.2. Coordination Activities
<<NA1 and PO>>
3.4.3. Cooperation with Other Projects
<<NA1 and PO with input from the Policy Team and USCT>>
4. DELIVERABLEs and milestones tables
4.1. Deliverables
<<Deliverables table from NA1 and PO>>
	Id
	Activity No
	Deliverable / Milestone title
	Nature (***)
	Lead partner
	OriginalDelivery date(*)

	Revised delivery date(*)
	Status

(**)

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


4.2. Milestones
<<Milestones table from NA1 and PO>>
	Id
	Activity No
	Deliverable / Milestone title
	Nature (***)
	Lead partner
	OriginalDelivery date(*)

	Revised delivery date(*)
	Status

(**)

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	


5. explanation of the use of resources
5.1. Summary
<<Overall figures summarised per activity>>
<<Summary text from the Director>>
5.2. Resources consumed per beneficiary
6. FINANCIAL STATEMENTS PER BENEFICIARY
6.1. summary 

<<Provided by the PO>>
7. CERTIFICATES
<<Provided by the PO >>
8. ANNEX A1: DISSEMINATION AND USE

Note: Complete the information requested here. It will be provided on a public web page for access and kept separate from the final deliverable submitted to the commission
GENERAL GUIDELINES FOR ALL EVENTS REPORTED IN THE FOLLOWING SECTIONS:

-please do not provide a list of participants, only give the number of people that attended

-for outcome, please list tangible agreements, decisions instead of listing program points or presentations you made. Otherwise put: “-“

-include your local events only if there was any EGI-related topic on the agenda

-provide an indico URL to your presentation (if available) or to the event itself. 

If your presentation is not available online, please send the slides to erika.swiderski@egi.eu.
8.1. MAIN PROJECT AND ACTIVITY MEETINGs

Provided by each partner in each Activity and assembled by the AM. Regular internal management meetings within the activity do not need to be reported. Training events will be recorded in the training event registry and need not be mentioned here.
	Date
	Location
	Title
	Participants
	Outcome (Short report & Indico URL)

	02/06/2011
	AMSTERDAM
	JRA1 kickoff meeting
	20
	https://www.egi.eu/indico/conferenceDisplay.py?confId=46

	16/11/2011
	EVO
	OTAG-04
	20
	https://www.egi.eu/indico/conferenceDisplay.py?confId=214

	14/12/2011
	EVO
	OTAG-05
	20
	https://www.egi.eu/indico/conferenceDisplay.py?confId=236

	25/01/2011
	AMSTERDAM
	OTAG-06 f2f
	30
	https://www.egi.eu/indico/conferenceDisplay.py?confId=245

	26/01/2011
	AMSTERDAM
	JRA1 f2f
	10
	https://www.egi.eu/indico/conferenceDisplay.py?confId=244

	14/03/2011
	EVO
	OTAG-07
	20
	https://www.egi.eu/indico/conferenceDisplay.py?confId=416

	03/05/2011
	EVO
	OTAG-08
	20
	https://www.egi.eu/indico/conferenceDisplay.py?confId=466

	Every 2/3 weeks
	EVO
	JRA1 periodic meetings
	10
	https://www.egi.eu/indico/categoryDisplay.py?categId=4


8.2. CONFERENCES/WORKSHOPS ORGANISED

Provided by each partner in each Activity and assembled by the AM 

	Date
	Location
	Title
	Participants
	Outcome (Short report & Indico URL) 

	15/09/2010
	Amsterdam
	Accounting workshop@EGI tf2010
	40
	https://www.egi.eu/indico/sessionDisplay.py?sessionId=123&confId=48#20100915

	17/09/2010
	Amsterdam
	Operational Tools Roadmap session @ EGI TF 2010
	40
	https://www.egi.eu/indico/sessionDisplay.py?sessionId=20&confId=48#20100916

	
	
	
	
	

	
	
	
	
	


OTHER CONFERENCES/WORKSHOPS ATTENDED

Provided by each partner in each Activity and assembled by the AM.

	Date
	Location
	Title
	Participants
	Outcome (Short report & Document Server URL to presentations made)

	14-17/09/2010
	Amsterdam
	EGI TF 2010
	500
	https://www.egi.eu/indico/conferenceDisplay.py?confId=48

	24-25/01/2011
	Amsterdam
	OMB f2f
	20
	https://www.egi.eu/indico/conferenceDisplay.py?confId=153

	22-24/11/2010
	Prague
	EMI All Hands meeting
	
	http://indico.cern.ch/conferenceDisplay.py?confId=108375

	
	
	
	
	


PUBLICATIONS

Provided by each partner in each Activity and assembled by the AM (This should be detailed in the specifics QRs)

List all publications as bullet points, detailing: Publication title, author(s), journal title, number/issue, date.

Also mention any articles published further to interviews given by members of your activity.

	Publication title
	Journal / Proceedings title
	Journal references Volume number

Issue

Pages from - to
	Authors 

1.

2.

3.

Et al?

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	

	
	
	
	


9. ANNEX A2: OPERATIONS REPORT – APPLICABLE TO SA1 ONLY

ROC/NGI
Repeat this section for each ROC/NGI.
9.1.1. Progress summary 

Provided by the ROC/NGI Manager by summarising the responses from each country report.  

9.1.2. Main Achievements

Provided by the ROC/NGI Manager by summarising the responses from each country report. 
9.1.3. Issues and mitigation

Provided by the ROC/NGI Manager by summarising the responses from each country report. 
9.1.4. Plans for the next period

Provided by the ROC/NGI Manager by summarising the responses from each country report.

9.1.5. Country Report - <COUNTRY NAME>

This section will be repeated for each country within a ROC if it is not reporting as an independent NGI. To be completed by a representative from within each country in a ROC. These country reports will be made available online in the final version of the QR with only the ROC level sections (12.1.1 to 12.1.3) for each ROC remaining in the final document.
9.1.6. Progress summary 

Provided by the Country Manager.  

9.1.7. Main Achievements

Provided by the Country Manager. 
9.1.8. Issues and mitigation

Provided by the Country Manager. 
9.1.9. Plans for the next period

Provided by the Country Manager.
10. References

	R 1
	

	R 2
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	R 4
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� (*) Dates are expressed in project month (1 to 48).


 (**) Status = Not started  – In preparation – Pending internal review – PMB approved


(***) Nature = R = Report    P = Prototype D = Demonstrator   O = Other, Deliverable id: for Milestone attached to a deliverable
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