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	Accepted

(Y/N/NA)
	Tested (TP/VLD)
	Comments

	Generic QC v1.4

https://documents.egi.eu/document/240

	 Documentation

	GENERIC_DOC_1 (description)
	Y
	VLD
	Documentation available at https://devel.ifca.es/mpi-start/raw-attachment/version/1.0.4/mpi-start-1.0.4.pdf

	GENERIC_DOC_2 

(release notes)
	Y
	VLD
	Release notes available.

	GENERIC_DOC_3 

(end-user docs)
	Y
	VLD
	User documentation available and covers the MPI-Start features

	GENERIC_DOC_4 

(CLI docs)
	Y
	VLD
	MPI-Start includes –h option with help of the command

	GENERIC_DOC_5 

(API docs)
	NA
	VLD
	No API implemented by the product

	GENERIC_DOC_6 (Sysmanager docs)
	Y
	VLD
	Yaim configuration is available, it has been enhanced during the verification.

	GENERIC_DOC_7 

(Service info cards)
	NA
	VLD
	No services run

	Software releases

	GENERIC_REL_1  (License)
	Y
	VLD
	GPL

	GENERIC_REL_2 

(Open Source Code)
	Y
	VLD
	Source code available

	GENERIC_REL_3  

(Open Source build)
	Y
	VLD
	Build procedure available in etics

	GENERIC_REL_4  (Automatic Build info)
	Y
	VLD
	Packages built with etics

	GENERIC_REL_5  

(Binary Packages)
	N
	VLD
	Binary packages available and installable. Glite-mpi package includes some files in /release that should not be there!

	GENERIC_REL_6 

(Test Suite)
	Y
	TP
	All new features include tests provided in the test report.

	Service Management, Monitoring, Traceability

	GENERIC_SERVICE_1 (Start/Stop/Status)
	NA
	VLD
	No Services run

	GENERIC_SERVICE_2 

(Log files)
	NA
	VLD
	No log files generated

	GENERIC_SERVICE_3 (Performance Degradation)
	NA
	VLD
	No services started

	Security
	
	
	

	GENERIC_SEC_1 (world writable files)
	Y
	VLD
	No world writtable files found



	Compute QC (v1.2)

https://documents.egi.eu/document/240

	Parallel Job
	
	
	

	PARALLEL_JOB_1 (Cream simple submission)
	Y
	VLD
	Job submitted without problems, allocated correctly the nodes

	PARALLEL_JOB_2 (CREAM fine grained)
	Y
	VLD
	Tested job submission with WholeNodes and NodeNumber

	PARALLEL_JOB_3
	NA
	VLD
	Not applicable to CREAM interfaces

	PARALLEL_JOB_4
	NA
	VLD
	Not applicable to CREAM interfaces

	PARALLEL_JOB_5
	NA
	VLD
	Not applicable to CREAM interfaces

	PARALLEL_MPI_1 (Precompiled binary)
	Y
	VLD
	Job submitted without issues for openmpi

	PARALLEL_MPI_2 (From source)
	Y
	VLD
	Job submitted without issues for openmpi

	PARALLEL_OMP_1 (Open MP precompiled)
	Y
	VLD
	Job submitted without issues for OpenMP

	PARALLEL_OMP_2 (From source)
	Y
	VLD
	Job submitted without issues for OpenMP


