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	Abstract

Template to be filled by Early Adopter teams doing staged rollout of components on behalf of EGI task TSA1.3




I. Copyright notice

Copyright © Members of the EGI-InSPIRE Collaboration, 2010. See www.egi.eu for details of the EGI-InSPIRE project and the collaboration. EGI-InSPIRE (“European Grid Initiative: Integrated Sustainable Pan-European Infrastructure for Researchers in Europe”) is a project co-funded by the European Commission as an Integrated Infrastructure Initiative within the 7th Framework Programme. EGI-InSPIRE began in May 2010 and will run for 4 years. This work is licensed under the Creative Commons Attribution-Noncommercial 3.0 License. To view a copy of this license, visit http://creativecommons.org/licenses/by-nc/3.0/ or send a letter to Creative Commons, 171 Second Street, Suite 300, San Francisco, California, 94105, and USA. The work must be attributed by attaching the following reference to the copied elements: “Copyright © Members of the EGI-InSPIRE Collaboration, 2010. See www.egi.eu for details of the EGI-InSPIRE project and the collaboration”.  Using this document in a way and/or for purposes not foreseen in the license, requires the prior written permission of the copyright holders. The information contained in this document represents the views of the copyright holders as of the date such views are published. 
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	Date
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	Author/Partner
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	First draft
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	2
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	Mario David/LIP
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IV. Application area


This document is a formal deliverable for the European Commission, applicable to all members of the EGI-InSPIRE project, beneficiaries and Joint Research Unit members, as well as its collaborating projects.

V. Document amendment procedure

Amendments, comments and suggestions should be sent to the authors. The procedures documented in the EGI-InSPIRE “Document Management Procedure” will be followed:
https://wiki.egi.eu/wiki/Procedures
VI. Terminology

A complete project glossary is provided at the following page: http://www.egi.eu/about/glossary/.    

VII. PROJECT SUMMARY 

To support science and innovation, a lasting operational model for e-Science is needed − both for coordinating the infrastructure and for delivering integrated services that cross national borders. 

The EGI-InSPIRE project will support the transition from a project-based system to a sustainable pan-European e-Infrastructure, by supporting ‘grids’ of high-performance computing (HPC) and high-throughput computing (HTC) resources. EGI-InSPIRE will also be ideally placed to integrate new Distributed Computing Infrastructures (DCIs) such as clouds, supercomputing networks and desktop grids, to benefit user communities within the European Research Area. 

EGI-InSPIRE will collect user requirements and provide support for the current and potential new user communities, for example within the ESFRI projects. Additional support will also be given to the current heavy users of the infrastructure, such as high energy physics, computational chemistry and life sciences, as they move their critical services and tools from a centralised support model to one driven by their own individual communities.

The objectives of the project are:

1. The continued operation and expansion of today’s production infrastructure by transitioning to a governance model and operational infrastructure that can be increasingly sustained outside of specific project funding.

2. The continued support of researchers within Europe and their international collaborators that are using the current production infrastructure.

3. The support for current heavy users of the infrastructure in earth science, astronomy and astrophysics, fusion, computational chemistry and materials science technology, life sciences and high energy physics as they move to sustainable support models for their own communities.

4. Interfaces that expand access to new user communities including new potential heavy users of the infrastructure from the ESFRI projects.

5. Mechanisms to integrate existing infrastructure providers in Europe and around the world into the production infrastructure, so as to provide transparent access to all authorised users.

6. Establish processes and procedures to allow the integration of new DCI technologies (e.g. clouds, volunteer desktop grids) and heterogeneous resources (e.g. HTC and HPC) into a seamless production infrastructure as they mature and demonstrate value to the EGI community.

The EGI community is a federation of independent national and community resource providers, whose resources support specific research communities and international collaborators both within Europe and worldwide. EGI.eu, coordinator of EGI-InSPIRE, brings together partner institutions established within the community to provide a set of essential human and technical services that enable secure integrated access to distributed resources on behalf of the community. 

The production infrastructure supports Virtual Research Communities (VRCs) − structured international user communities − that are grouped into specific research domains. VRCs are formally represented within EGI at both a technical and strategic level. 
Fill the “grey” fields.

	NGI
	Ibergrid

	Site Name
	LIP-Lisbon

	EA team names
	Gonçalo Borges

	EA team contacts
	goncalo@lip.pt

	Component
	CREAM
	Version
	1.6.6
	Savannah  ID
	4906


The “outcome” each metric is one of: OK, WARN, FAIL, NA (Not Aplicable)

	Metric
	<OK|WARN|FAIL|NA>
	Comment

	Release notes

and other

documentation
	OK
	Patch done together with SGEutils 4846

	Installation or

upgrading
	OK
	

	(RE-)configuration
	OK
	

	Functionality
	OK
	

	SAM/Nagios/Gstat

or any other

monitoring framework
	OK
	

	Interaction integration

with

other components
	OK
	

	Behavior in

production environment

(after a few days)
	WARN
	See comments below


Comments:

The service is passing the nagios tests sucessfully. Check https://rnagios.ibergrid.cesga.es/n.... However, I still found some issues: 

1) From time to time BupdateSGE dies. I was able to track this to a situation where, for some reason, GE produced an accounting record with "start_time -/-" and "end_time -/-" (check example bellow). 

$ qacct -j 5436853 
============================================================== 
qname cmsgrid_x86_64 
hostname wn027.lip.pt 
group cmsgrid 
owner cms034 
project CmsGrid 
department cmsusers 
jobname cream_766046017 
jobnumber 5436853 
taskid undefined 
account sge 
priority 19 
qsub_time Wed Jun 22 06:13:29 2011 
start_time -/- 
end_time -/- 
granted_pe NONE 
slots 1 
failed 19 : before writing exit_status 
(...) 

That makes sge_helper to exit in error state with the following error: 

$ /opt/glite/bin/sge_helper --qstat --sgeroot=/usr/local/sge/pro --cell=default --status 5436853.default 
cannot convert date: "-/-" 
cannot convert date: "-/-" 

Every time BUpdateSGE calls sge_helper to get the state of that job it dies. There should be some protection agains this problem. 

---*--- 

2) The second issue is something that I had previously reported but that I still see. When I launch a job using the cream client from my UI, I see that it enters in Really-Running state very fast. However, checking what is declared in the jobregistry, I see "JobStatus=1" meaning that the Really Running state is set by the JobWrapper and not by the BNotifier. The situation is more critical when, for example, you cancel a job because it takes very, very long time for BNotifier (and therefore CREAMCE) to know about the correct status. I'm monitoring how long thus it take to get a change in the jobregistry. 

Another thing I saw is that a "qdel 5443274" generates an GE exit code 255 for grid jobs, probably making sge_helper to set JobStatus = 4 instead of JobStatus = 3 

I do not have the accounting file shared via NFS but i rsync it every minute between the CE and the Qmaster but I do not think these should be the cause of any problem. 

Still regarding issue 2 I previously reported: 

- After purging the job registry to delete jobs older than 7 days (in order not to have a very long list of jobs to check), I've seen that it took some 20m for BNotifier to know that the job was cancelled: 

- This is right after the job was cancelled: 
### Running blah_job_registry_lkup on Fri Jun 24 16:13:01 WEST 2011 ### 
0[ BatchJobId="5443274"; JobStatus=1; BlahJobId="sge/20110624155459/5443274"; CreateTime=1308927299; ModifiedTime=1308927299; 
UserTime=1308927298; SubmitterUid=3023; UserPrefix="cream_442060067"; ] 

### Running /opt/glite/bin/sge_helper on Fri Jun 24 16:13:11 WEST 2011 ### 
[ ExitCode = 255; LRMSSubmissionTime = "24-06-11 15:54:59"; LRMSCompletedTime = "24-06-11 16:12:36"; JobStatus = 4; BatchJobId = 5443274; LRMSStartRunningTime = "24-06-11 15:55:03"; ] 

- This is the bnotifier log when it acknowledges the change of state: 

2011-06-24 16:38:18 Sent for Cream:[BatchJobId="5443274"; JobStatus=4; ChangeTime="2011-06-24 16:38:14"; WorkerNode="-"; JwExitCode=255; Reason="reason=255"; ClientJobId="442060067"; BlahJobName="cream_442060067";] 

- From the UI, I get "DONE-FAILED" state: 

$ glite-ce-job-status https://ce01.lip.pt:8443/CREAM44206... 
2011-06-24 16:41:05,021 WARN - No configuration file suitable for loading. Using built-in configuration JobID=https://ce01.lip.pt:8443/CREAM44206... 

Status = [DONE-FAILED] 
ExitCode = [N/A] 
FailureReason = [reason=255; Terminated Master process killed] 

In Summary
Good things about this patch *** 

1) CREAM finally reports the proper job states 

Bad things about this patch *** 

2) It may take very long time for BNotifier to know about a job status change dependening on the size of the job registry and of the accounting file. 

3) BupdateSGE dies when GE produces an accounting record with "start_time -/-" and "end_time -/-" 

4) I saw is that a "qdel 5443274" generates a GE exit code 255 for grid jobs, making sge_helper to set JobStatus = 4 instead of JobStatus = 3 (this could be a problem on out GE configuration that _I have to check). 

I could agree to release this patch if 2) and 3) are reported as a know issues, and with a suggestion to decrease the jobregistry purging definition from 5000000s to 604800s (7 days)
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