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Staged Rollout Report
The Early Adopter team should fill the “grey” areas

	NGI
	NGI-DE

	Site Name
	LRZ

	EA team names
	Emmanouil Paisios, Matteo Lanati

	EA team contacts
	Emmanouil.paisios@lrz.de, matteo.lanati@lrz.de

	Product
	GridFTP
	Version
	3.33
	RT ticket ID
	3211


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).

Copy/paste any results from your commands where you see fit.

	Metric
	<OK|WARN|FAIL

|NA|NVer>
	WEB URLs, Command used, other comments

(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other

documentation
	OK
	

	Installation or upgrading (specify which)
	OK
	Upgrade

	(RE-)configuration (if using yaim, specify command used)
	OK
	GridFTP is running on two servers. One is acting as a front end, the second one as a back end.

The front end should be run as an unprivileged user (in our case identified as ‘globus’), so it was necessary to modify the “start()” routine in the init script (/etc/init.d/globus-gridftp-server):

start() {

…

su globus -c "$gridftpd -S -c $conf"

…

}

Moreover, it was necessary to create a copy of the server credentials (host certificate and key, respectively servicecert.pem and servicekey.pem) belonging to the unprivileged user with the appropriate permission mask. In order for the front end instance to use the right credentials set, the following two lines were added to the init script:

export X509_USER_CERT=/etc/grid-security/servicecert.pem

export X509_USER_KEY=/etc/grid-security/servicekey.pem

Finally, We specified the port range for data transfer in both the front and and backend server defining the following environment variables in the init script:

export GLOBUS_TCP_PORT_RANGE=20000,22000

export GLOBUS_TCP_SOURCE_RANGE=20000,22000

	Functionality (including start stop of deamons, and which)
	OK
	

	SAM/Nagios/Gstat or any other monitoring framework

(specify the name of the machine)
	NA
	Nagios probes for GT5 still not present in EGI infrastructure

	Interaction integration with other components (specify which)
	OK
	GSSI components, GridFTP client

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK
	No issues encountered

	GGUS tickets opened: please insert the URLs of the tickets
	NA
	

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	OK
	The detail level is sufficient

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	OK
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