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Staged Rollout Report

The Early Adopter team should fill the “grey” areas

	NGI
	NGI_IT

	Site Name
	INFN-PADOVA

	EA team names
	Aiftimiei Cristina, Badoer Simone, Traldi Sergio

	EA team contacts
	cristina.aiftimiei@pd.infn.it, simone.badoer@pd.infn.it, sergio.traldi@pd.infn.it

	Product
	emi.cream.sl5.x86_64
	Version
	CREAM 1.13.3
	RT/Savannah  ID
	RT #3212


The “outcome” is one of: OK, WARN, FAIL, NA (Not Aplicable), Nver (Not verified/Not tested).

Copy/paste any results from your commands where you see fit.

	Metric
	<OK|WARN|FAIL

|NA|NVer>
	WEB URLs, Command used, other comments

(please always fill this table with as much information as possible, and as you see fit)

	Release notes and other

documentation
	OK
	http://www.eu-emi.eu/emi-1-kebnekaise-updates/-/asset_publisher/Ir6q/content/update-10-24-11-2011#CREAM_v_1_13_3_task_24022

	Installation or upgrading (specify which)
	OK
	- Addition of UMD stagerollout repository
- Update of CREAM:

#yum update
#rpm -qa | grep cream
...
glite-ce-yaim-cream-ce-4.2.3-1.sl5
glite-ce-cream-1.13.4-1.sl5


	(RE-)configuration (if using yaim, specify command used)
	OK
	- yaim reconfiguration of CREAM:

#/opt/glite/yaim/bin/yaim -d 6 -c -s emi-site-info.def -n creamCE -n LSF_utils
- No errors found in yaim log, all services running.

	Functionality (including start stop of deamons, and which)
	WARN
	- Errors while executing jobs after first reconfiguration [4 hours of tests]:
 - from UI shell (same error from Nagios probes):
#glite-ce-job-submit -r cert-37.pd.infn.it:8443/cream-lsf-cert -a ~/dummy.jdl
EOF detected during communication. Probably service closed connection or SOCKET TIMEOUT occurred.
 - from  /var/log/cream/glite-ce-cream.log in CREAM-CE:
ERROR org.glite.ce.commonj.authz.AuthorizationHandler (AuthorizationHandler.java:308) - (TP-Processor141) Authorization error: Failed to get the local user id via glexec

- Restart of gLite service:
#/etc/init.d/gLite stop
glite-ce-blahparser was still running
#/etc/init.d/gLite stop
all services not running.
#/etc/init.d/gLite start
all services running.

- test jobs and Nagios probes finished successfully [16 hours of tests]

- tried a second yaim reconfiguration, to see if the problem is reproducible and related to yaim:
#/opt/glite/yaim/bin/yaim -d 6 -c -s emi-site-info.def -n creamCE -n LSF_utils


- no errors found in yaim log, all services running.

- test jobs and Nagios finished successfully [8 hours of tests]

	SAM/Nagios/Gstat or any other monitoring framework

(specify the name of the machine)
	OK
	NGI SAM Nagios for cert-37.pd.infn.it: OK

https://mon-it.cnaf.infn.it/nagios/

	Interaction integration with other components (specify which)
	OK
	- OK with emi.LSF_utils and emi.dgas installed in the CREAM-CE 
- OK with LSF server
- OK with the following commands from a glite-UI:
  glite-ce-delegate-proxy
  glite-ce-proxy-renew
  glite-ce-job-submit
  glite-ce-job-status
  glite-ce-job-cancel
  glite-ce-job-purge
  lcg-infosites

	Behaviour in production environment (after a few days). Specify VO’s using the service when applicable
	OK
	After one day.
Jobs are running for VOs (alice atlas babar bio biomed cdf cms compchem cyclops dteam enea enmr.eu esr euindia gridit inaf infngrid ingv lhcb lights.infn.it magic ops planck theophys virgo zeus)

	GGUS tickets opened: please insert the URLs of the tickets
	
	

	Log files: usefulness, clarity, etc., any other comments on where/how to improve them.
	OK
	At first glance log files cointaned useful information, but the problem was solved too fast: when I increased debug level and restarted the service, the error disappeared and never came back.

	Error messages: please specify or comment any issues with error messages, if they are not correct, not clear, useful, etc. .
	NVer
	“Failed to get the local user id via glexec” seems very clear, but with an unreproducible error I can't verify if it's also correct.
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